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Preface

This volume comprises select papers from the International Conference on Modern
Research in Aerospace Engineering (MRAE 2016) organized by Amity Institute of
Aerospace Engineering, Amity University, Uttar Pradesh, India. The conference,
with the core theme of “Promoting Innovation & Research in Aerospace Engi-
neering for self-reliance,” was held on September 22-23, 2016.

The era of productivity has seen the emergence of innovation research in
aerospace engineering. Major organizations, private and government, numerous
research groups from academia, educational institutions, focus on research in var-
ious areas of aerospace engineering all around the world.

MRAE 2016 brought together academic research communities and experts from
the industry to exchange novel ideas and share new research and development in
their respective fields of specialization. The main objective of organizing the
conference was to exchange ideas and to bridge the gap between academia and the
industry and to look closely at the future prospects of aerospace engineering.

We were fortunate to generate a high level of interest among the aerospace
engineering community. MRAE 2016 received an appreciable participation of
manuscripts from all around the globe. Some of these articles after due reviews are
included in this volume.

Noida, India Sanjay Singh
Ghaziabad, India Pushkar Raj
Cincinnati, USA Samir Tambe
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Thermal Decomposition and Stabilization
Studies of ADN with AN Impurities
in the Presence of Catalysts

Pratim Kumar, Rajiv Kumar and Puran Chandra Joshi

1 Introduction

With increasing frequency of rocket launch every year for putting navigational
satellite in low earth orbits, fascination for space tourism, space exploration, and for
studying zero-gravitational combustion processes at International Space Station
(ISS), it’s the demand of the time to replace conventional solid propellants with
green propellants for providing clean and green environment. Presently, Ammonium
perchlorate (AP) based solid propellants are the most frequently used in booster
stages during rocket launch. Solid propellants are generally used in initial booster
stages for producing high thrust at the time of take-off due to its higher accelerating
capabilities. AP is a workhorse oxidizer from last several decades. It is because of its
better burning characteristic, burning rate tailoring capacity, less shock and friction
sensitivity, non-hygroscopic, easy availability and cost effectiveness [1]. Inspite of
having these advantages, AP also shows certain undesirable properties too. The
major problems with AP propellants are its chlorinated exhaust which includes;
Hydrochloric acid (HCI), Chlorine oxides (ClOy), and Chlorine (Cl) gas [2]. All
these gaseous entities are highly corrosive in nature, detrimental for the earth
environment, and also for the upper ozone layer.

Renewed interest in green-oxidizers for rocket propulsion led to the exhaustive
research in green energetic materials (GEM’s) area. Ammonium nitrate (AN),
Hydrazinium nitroformate (HNF), and Ammonium dinitramide (ADN) are some of
the available green oxidizers as possible candidates to replace AP [3]. Among these,
ADN is the most promising candidate because of its high specific impulse, thrust,
and burning rate [4, 5].

P. Kumar (=) - R. Kumar - P.C. Joshi
Birla Institute of Technology, Mesra, Ranchi 835215, Jharkhand, India
e-mail: pratim.kumar.86@gmail.com

© Springer Nature Singapore Pte Ltd. 2018 1
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ADN is the member of dinitramide anion [DA, N(NO,),]™ family with molec-
ular formula of [NH,"] [N (NO,)>]. The presence of Dinitramide anion imparts
high heat of formation, density, oxygen balance, and oxygen content. There are
numerous other synthesized DA based energetic compounds too with many pos-
sible applications areas [6]. Although, there are some disadvantages associated with
ADN too, i.e. (a) ADN is much hygroscopic in nature, (b) having needled shaped
crystal structure, and (c) quiet unstable [7]. However, hygroscopicity problem can
be resolved by coating ADN crystals with a non-hygroscopic chemical i.e.
encapsulating method [8], needle shaped crystals can be reshaped into spherical
crystals by using prilling technique [8], while stabilization of ADN can be done by
adding different chemicals with requisite properties [9].

In the present study, three catalysts viz. Cupric Oxide, Ammonium Metavandate,
and Copper Chromite are used for stabilizing ADN. Evaporative crystallization
method was used to prepare ADN + Catalyst samples. Simultaneous Thermal
Analyzer (STA) was used to study the thermal characteristics of prepared samples
by using DSC/TG-DTG techniques. All the three catalysts were found to be
effective in stabilization of ADN. This study helps us to stabilizes ADN, to increase
its energy content, and also to use it more efficiently as a green oxidizer in solid
propellants.

2 Experimental Methodology
2.1 Preparation of ADN

ADN was synthesized using the lab facility available in Department of Applied
Chemistry, and Department of Space Engineering and Rocketry, BIT Mesra, and
the procedures adopted are as described in ref. [10]. All the starting materials for
synthesizing ADN are of ACS/analytical reagent grade. The list of chemicals used
are, Sulfamic acid (Sigma-Aldrich, 99.3%, A.C.S Reagent), Potassium hydroxide
(Sigma-Aldrich, 90%, Reagent grade), Ethanol (Merck, analytical reagent grade),
Fuming nitric acid (Merck, 100% pure), Sulfuric acid (Acros Organics, 95%, A.C.S.
Reagent), Acetone (Merck, for synthesis, reagent grade), Isopropyl alcohol
(Sigma-Aldrich, USP, Analytical reagent), Ammonium sulfate (Sigma-Aldrich,
Bioxtra, 99% pure, reagent grade), and Petroleum ether (Sigma-Aldrich, A.C.S.
Reagaent, 40-60 °C b.p.). Preparation of ADN was completed in five steps. The
steps are:

(a) Preparation of potassium sulfamate (K* [NH,SO;7]) by using sulfamic acid
(H,NSO3H), potassium hydroxide (KOH) and ethanol.

(b) Nitration of potassium sulfamate in nitrating mixture of nitric and sulfuric acid
at —40 °C. This nitrating mixture was then neutralized by using potassium
hydroxide solution to give mixture of three salts namely, potassium dinitramide
[KN(NO,),], potassium bisulfate (KHSO,) and potassium nitrate (KNO3).
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(c) Extraction of potassium dinitramide using acetone, as only potassium dini-
tramide is soluble in acetone.

(d) Separate solution of KDN and Ammonium sulfate [(NH4),SO,4] were prepared
in distilled water. Both solutions were mixed in another beaker. As both
chemicals interact with each other, cation exchange reaction starts and NH,* of
ammonium sulfate replaced with K* of potassium dinitramide, and Ammonium
dinitramide [NH4;N(NO,),] formed.

(e) Formed ADN is in dissolved state with water and the solid precipitate formed
was of potassium sulfate (K,SQOy). Isopropyl alcohol was added to the solution
and potassium sulfate was filtered off. ADN precipitates as a needle like crystals
with yellow to white in color.

2.2 Characterization of ADN

Synthesized ADN was analytically characterized using following analytical
instruments:

(a) Differential Scanning Calorimetry/Thermo-gravimetry (DSC/TG)
(b) Ultra-Violet (UV) Spectrophotometer
(c) Carbon Hydrogen Nitrogen Sulphur (CHNS) analyzer.

Simultaneous Thermal Analyzer (STA Model 409 PG luxx) of NETZSCH,
Germany was used to obtained the differential scanning calorimetry (DSC), and
thermo gravimetry (TG) of ADN at the heating rate of 10 °C/min. Nitrogen at a flow
rate of 60 ml/min was used as a purge gas in all the analysis. Alumina crucible with
lid having a small perforation in it was used to place the samples in STA sample
carrier. The sample weight taken for each analysis was 6 + 0.5 mg. The heat flow
and temperature calibrations of the instrument were done using indium standard.

DSC trace of ADN (Fig. 1) shows one minor endothermic melting peak (m.p.) at
around 50 °C, and one major exothermic decomposition peak at 190 °C. In general,
m.p. of pure ADN is at around 92 °C [11], while in present case, m.p. of ADN is at
50 °C. This may be due to the presence of Ammonium nitrate (AN) in ADN
crystals. Since ADN is not much thermally stable, and hence AN formed during the
storage of ADN. This AN and ADN together forms an eutectic mixture, and the m.
p. of AN/ADN eutectic mixture get dropped to 50 °C. TG curve (Fig. 2) of ADN
show two decompositions in the temperature range of 170-270 °C. First decom-
position temperature range was 170-210 °C, which corresponds to ADN decom-
position, while second decomposition temperature range was 210-270 °C, which
corresponds to AN decomposition. Reported decomposition temperature of ADN is
around 180 °C, while that of AN is about 270 °C [12, 13].

UV-spectrophotometer (Make: Perkin Elmer, Model No. Lambda 25, USA) was
used to obtain UV-spectrum of ADN. The observed UV spectrum of synthesized
ADN is shown in Fig. 3. UV-spectrum of ADN shows two peaks at 213 and
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Fig. 2 TG-DTG of ADN

284 nm. Absorbance at 284 nm is the characteristics of -N(NO,)™ ion due to the
low energy n-n* transition and the absorption maximum at 213 nm is due to high
energy o-c* transition.

CHNS analyzer [Make: Elementar, Model No. Vario EL III, Germany] was used
to obtain the percentage content of the various elements present in ADN. Table 1
shows the percentage content of C, H, N and S in ADN. The calculated values of N
and H in ADN is 45.16% and 3.25% respectively. However, measured value of N
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5.0

0.0 T T T 1
200.0 400 600 800 1000.0
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Fig. 3 UV-spectrum of ADN

Table 1 CHNS data of ADN  Njtrogen (N) | Carbon (C) | Hydrogen (H) | Sulphur (S)
31.01 0.110 5.356 1.283

and H is 31.01% and 5.35% respectively. This result also confirmed the presence of
AN in ADN crystals.

2.3 Sample Preparation

2% by mass of cupric oxide, ammonium metavanadate, and copper chromite were
mixed thoroughly in the ADN crystals for studying their effectiveness on the
thermal stabilization and on the thermal decomposition of these three prepared
oxidizers. All the samples were prepared by evaporative crystallization method
[14]. For preparing sample, like ADN + CuO, 100 mg of ADN was first dissolved
in 2 ml of distilled water with continuous stirring. After complete dissolution, 2%
by weight of CuO was added into the ADN solution. After 10 min of stirring, the
ADN + CuO solution was kept at 50 °C over hot plate with continuous stirring till
dry crystals obtained. The obtained crystals were further dried in vacuum desic-
cators. It was further crashed and used for thermal analysis.

2.4 Instrumentation

Simultaneous Thermal Analyzer (STA Model 409 PG luxx) of NETZSCH,
Germany was used to obtain the Differential Scanning Calorimetry (DSC), Thermo
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Gravimetric (TG), and Differential Thermo Gravimetric (DTG) thermograms for
each sample. Nitrogen at a flow rate of 60 ml/min was used as a purge gas in all the
analysis. Alumina crucible with lid having a small perforation in it was used to
place the samples in STA sample carrier. The sample weight taken for each analysis
was 6 + 0.5 mg. The heat flow and temperature calibrations of the instrument were
done using indium standard. All experiments were catried out at heating rate of
10 °C/min.

(a)
DSC /(mWimg)
T exo
20
i [1] ADN#Cupric Oxide.dsv
DsC
10
5 Area 1703 Jig
" —_— "
50 100 150 200 250 300 350 400
Temperature /°C
DTG /(%/min)
P T DA | o
L 5
[1] pure ADN.dsv
TG
————pT6 10
15
.20
L .25
30
I‘.I[
50 100 150 200 250 300 350 400

Temperature /°C

of ADN + CuO
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Table 2 DSC/TG-DTG data of ADN and ADN + Catalysts

Oxidizer Melting peak | Decomposition peak DTG peak | TG range
°C °C Enthalpy (J/g) |°C °C

ADN 50 190 and 230 | 1411 190 150-270

ADN + CuO 70 165 and 185 | 1703 165 160-210

ADN + NH,VO; |95 165 and 185 | 1923 180 160-220

ADN + Cu,Cr,0s5 |80 165 and 190 | 1921 180 150-200

3 Results and Discussion

3.1 DSC/TG-DTG of ADN + Cupric (II) Oxide (CuO)

Figure 4a, b shows the DSC and TG-DTG curves of AN + CuO respectively. From
Fig. 4a, it was observed that there are two exothermic decomposition peaks in
ADN + CuO in the temperature range of 160-210 °C. First peak at 170 °C was for
ADN decomposition, while second peak at 190 °C corresponds to AN decompo-
sition. One minor endothermic melting peak was observed at around 70 °C. This
melting peak at 70 °C confirms that CuO helps in stabilization of ADN. From
Fig. 4b, it was observed that, 98% decomposition completed in the range of 160-
210 °C with DTG max peak at around 165 °C. The summary of DSC/TG-DTG
peaks is also provided in Table 2.

3.2 DSC/TG-DTG of ADN + Ammonium Metavanadate
(NH,VO;)

Figure 5a, b shows the DSC and TG-DTG curves of AN + NH,VO; respectively.
From Fig. 5a, it was observed that there are two major exothermic decomposition
peaks in ADN + NH,VOj; in the temperature range of 150-220 °C. First peak was
at 160 °C, while second peak was at 190 °C. First peak corresponds to ADN
decomposition while second peak represents AN decomposition respectively. One
minor endothermic melting peak was observed at around 95 °C. This melting peak
at 95 °C confirms that NH4,VOs; is better stabilizer of ADN. From Fig. 5b, it was
observed that, 80% decomposition completed in the range of 160-220 °C with
DTG max peak at around 180 °C. The summary of DSC/TG-DTG peaks is pro-
vided in Table 2.
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(a)
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Fig. 5 a DSC of ADN + NH,VOs3; b TG-DTG of ADN + NH,VO;

3.3 DSC/TG-DTG of ADN + Copper Chromite (CuyCr,05)

Figure 6a, b shows the DSC and TG-DTG curves of ADN + Cu,Cr,O5 respec-
tively. From Fig. 6a, it was observed that there are two exothermic decomposition
peaks in ADN + Cu,Cr,05 in the temperature range of 150-210 °C. First peak at
160 °C corresponds to ADN decomposition, while second peak at 190 °C corre-
sponds to AN decomposition respectively. One minor endothermic melting peak
was observed at around 80 °C. This melting peak at 80 °C confirms that Cu,Cr,05
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Fig. 6 a DSC of ADN + Cu,Cr,0s; b TG-DTG of Cu,Cr,0s

is better stabilizer of ADN than CuO but less than NH,VOj3. From Fig. 6b, it was
observed that, 90% decomposition completed in the range of 150-200 °C with
DTG max peak at around 180 °C. The summary of DSC/TG-DTG peaks is given in
Table 2.
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4 Conclusion

ADN has great scope in coming future as an alternative oxidizer that has the
capabilities of replacing the Ammonium Perchlorate. Present work deals with the
thermal stabilization of ADN with the incorporation of three catalysts namely
cupric (II) oxide, ammonium metavanadate, and copper chromite. The following
conclusions are drawn based on the present study:

(a) Being ADN a thermally unstable compound, during storage AN was formed in
the ADN crystals. This AN and ADN together forms an eutectic mixture which
reduces the melting point of ADN from 92 to 50 °C.

(b) In pure ADN, decomposition completed in two steps. First exothermic
decomposition was for ADN, while and second endothermic decomposition
was for AN.

(c) In catalyzed ADN, both ADN and AN decompositions are exothermic in
nature. In the presence of catalyst, early decomposition was observed with net
increase in heat release too.

(d) Among all the three catalysts used, ammonium metavandate was found to be
most effective in thermal stabilization of ADN, since melting point was
observed at 95 °C.

() Maximum exothermic decomposition heat release was nearly equal in the
presence of both ammonium metavanadate and copper chromite.

(f) In presence of CuO, early decomposition of ADN was observed with DTG
peak at 165 °C. In all other cases, DTG peaks were at 180 °C or above.
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Experimental Investigation of Flame
Speed of Fuel-Air Mixture for Varying
Air/Fuel Ratio

Ankur Vats, Vivek Kumar and Saquib Reza

1 Introduction

Combustion, a process consisting of several chemical and physical phenomena, is
widely used in industries, scientific research, various professions, and households.
Various areas like physics, chemistry, and mechanics hold the knowledge of these
phenomena, where their inter-relationship holds a prime importance to deal with
flame propagation and associated processes. Therefore, it becomes necessary to
discuss these phenomena at an elementary level and study the co-relation of the
underlying processes.

A flame is caused by a highly exothermic self-propagating reaction accompanied
by a luminous reaction zone. It is the visible, gaseous part of a fire. The emission of
light is one of the most important characteristic properties of flame and is useful in
locating the position and form of the flame front. Two theories, namely, ‘Heat
conduction’ and ‘Diffusion’ are used to explain the phenomena of flame propaga-
tion. In the first theory of heat conduction, flow of heat occurs from the flame front,
which refers to the area where combustion takes place, to the inner cone where
unburned mixture of air and fuel is present. On heating this unburned air and fuel
mixture, as it reaches the ignition temperature, the mixture starts to burn in the
flame front, and now, as a result of this reaction, heat again moves to the inner cone
to establish a self-propagating cycle. As per the second theory of diffusion, the
reactive molecules which are generated in the flame front diffuse into the inner cone
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which initiates the combustion of the air and fuel mixture. To sustain a flame, a
certain range of fuel percentage within the mixture is required. The minimum
percentage is known as lower limit of flammability and the maximum percentage is
known as upper limit of flammability of fuel gas.

The linear velocity of flame front with respect to itself and relative to unburned
gas is known as burning velocity (S,). In general terms, it is equal to the volume of
the unburned fuel and air mixture consumed per unit time per unit flame front area
in which the flame front is consumed. This burning velocity varies with the air/gas
mixture ratio and the chemical composition of the fuel gas. Burning velocity could
be measured by observing the flame front using following methods:

1. Stationery Flames:

e Flat Flame Burner
e Cylindrical Burner
e Slot Burner

2. Non Stationery Flames:

Cylindrical Tube Method
Constant Volume Bomb Method
Constant Pressure Bomb Method
Double Flame Karnel Methods

Cylindrical Tube Method: In this present investigation, cylindrical tube method is
used to determine the burning velocity. In cylindrical tube method, a horizontal tube
opened at one end contains the fuel-air mixture which is ignited at the open end of
the tube. The rate of progress of the flame into the unburned gas is known as the
flame speed. During the propagation of the combustion wave, the column of
unburned gas remains stationery with respect to the tube.

The cylindrical tube method to measure the flame speed was first used by
Mallard and Le Chatelier [1]. The fuel and air mixture was filled in a tube, closed at
one end, and was ignited at the open end. The propagation of flame was observed
and photographed. Coward and Hartwell [2] used explosive gas filled in a tube,
closed and one end and the gas ignited at open end. During the propagation of
combustion wave, the column of unburned gas remains stationery with respect to
the tube and the burned gas flows from the wave toward the open end. Guenoche
et al. [3] measured the speed of gas flow in the unburned zone by measuring the rate
of growth of a soap bubble through the orifice at the unburned end. It was found
that the gas flow at the unburned end varies directly with the flame speed. It was
also found that flame instabilities increased with increase in pressure. Xian Feng
et al. [4] explored the flame structure and propagation behavior of premixed fuel
and air, in the transition from laminar to turbulent combustion using high speed
camera and Schilieren photography for recording the photograph of flame propa-
gation process in a semi vented pipe. Tripathi et al. [5] utilizes a few standard
methods of flame speed measurements from LPG-air-diluent mixtures as a function
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of air fuel ratio and diluent concentrations. The variation in burning velocity
obtained by using two different experimental procedures, such as orifice burner and
cylindrical tube method at varying air fuel ratios is quantified.

2 Experimentation

Fuel

In the present investigation, liquified petroleum gas (LPG) is used as the fuel to
burn with air. LPG is a mixture of light gas phase hydrocarbons (60% volume of
propane, 40% volume of butane) as shown in Fig. 1 which are gaseous at normal,
ambient temperature, and atmospheric pressure conditions, but turned liquid when
moderate pressure is applied. It has an explosive range from 2.1 to 9.5% volume of
gas in air which is considerably narrower than other common gaseous fuels.

Experimental Setup

The experimental setup used in the present work was P.A. Hilton’s C551 Flame
Propagation and Stability unit, supplied by P.A. Hilton Ltd., Horsebridge Mill,
King’s Somborne, Stockbridge, Hampshire, England. It consists of a bench top
panel housing the single stage centrifugal air blower of 1.7 kW operating at
2207240, single phase, 50 Hz electric power, control valves, and flow meters for
fixing the air/fuel ratio in the premix, an air—fuel mixing unit, PVC plastic tube of
varying sizes and Meker-Fisher Burner fitted with spark plug and flame arrestor.
The flow meters work in the range of 0-0.6 I/s for air flow and 0-0.2 I/s for gas
flow, respectively. The line diagram of this apparatus is shown in Fig. 2.

There are two igniters, one is piezo igniter, and is used to ignite the unburned
gases on the burner top, the other one is spark igniter, and is used to ignite the
unburned gases trapped inside the tube for measuring the flame speed. Flame speed
tube is made of PVC, of varying diameter of certain length. A mixing block is been
provided for premixing the air and fuel before they are sent through the pipe. In

Fig. 1 Constituents of LPG
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Air Compressor
Mixing
Chamber ‘
‘
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Flowmeter Diameter
Spark Igniter

Fuel

Fig. 2 Line diagram of experimental setup

addition to this, there were two burner adaptors, one is connected over the mixing
block, and the other is connected at the burner top. For safety precautions, it was
made sure that all the components are connected to common earth/ground points.

The flame tube in the P A Hilton apparatus is initially marked at a meter distance
as stations using a permanent marker. After switching on the apparatus, it is ensured
that the LPG is passing through the apparatus. The air is collected by the com-
pressor from the atmosphere. The regulated amount of air and fuel, after mixing in
the provided chamber flow through the flame tube toward the burner top, where
they are ignited using a peizo igniter. After the flame is stabilized, air and fuel valve
were shut off, with simultaneously switching on the spark igniter to ignite the
mixture in tube. The time taken by the moving flame through each station is noted
down, and averaged, hence used to calculate the flame speed at various Air/fuel
ratio for varying tube diameter.

3 Results and Discussion

In the first set of experiments, the tube used was of 1.25 in. of diameter. The flame
speed was calculated for varying air/fuel ratio 20/1 to 54/1 using method mentioned
above. The time travelled per station was noted down and averaged. The results
shows that below 22/1 A/F ratio, due to insufficient premixed oxidizer, the com-
bustion at burner rim occurred due to the diffusion of atmospheric oxygen into the
lame front and hence, a diffusion flame was obtained. The flame speed was cal-
culated for varying A/F ratio. It was observed that from A/F ratio 22/1 to 34/1, the
flame speed increased with increase in air—fuel ratio and after 34/1, the flame speed
decreases till the flame blows off at 50/1. The flame speed variation with varying
AJF ratio for 1.25 in. tube diameter has been shown in Fig. 3.

In the second set of experiments, 1 in. diameter tube was used. The flame speed
was calculated for varying air/fuel ratio 20/1 to 54/1 using the same method as
above. The time travelled per station was noted down and averaged. The results
shows that below 22/1 A/F ratio, due to insufficient premixed oxidizer, the com-
bustible mixture couldn’t burn in the tube; however, the combustion at burner rim
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Fig. 4 Flame speed versus A/F ratio: 1 in. tube

occurred due to the diffusion of atmospheric oxygen into the flame front and hence,
a diffusion flame was obtained. The flame speed was calculated for varying A/F
ratio. It was observed that from A/F ratio 22/1 to 34/1, the flame speed increased
with increase in air—fuel ratio and after 34/1, the flame speed decreases till the flame
blows off at 52/1. The flame speed variation with varying A/F ratio for 1 in. tube
diameter has been shown in Fig. 4.

In the third set of experiments, the tube was 0.75 in. in diameter of same length.
The flame speed was calculated for varying air/fuel ratio using the same method as
described above. The time travelled per station was noted down and averaged. It was
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found that at ratio 24/1, on igniting the combustible mixture the flame propagated for
about 1 m distance and then extinguished. At 28/1, the flame propagated for 3 m
distance and after that it extinguished. Above this ratio, the flame propagates
throughout the length of the flame tube till ratio 50/1, after which it lifts off and
extinguishes. The flame speed for ratio 24/1 to 38/1 increased with increasing air fuel
ratio and after 38/1 it started decreasing till the flame blow off. The flame speed
variation with varying A/F ratio for 0.75 in. tube diameter has been shown in Fig. 5.

In the fourth set of experiments, the tube was replaced by 0.5 in. of diameter and
of same length. The flame speed was calculated for varying air fuel ratio using the
same method as above. The time travelled per station was noted down and aver-
aged. The results show that till 28/1, no flame propagation occurred in the tube. For
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28/1 and 30/1, the flame propagated for some distance and then quenched. From
32/1 to 40/1, the flame propagated in the tube and an increasing flame speed was
obtained till 38/1. After 40/1 ratio, the gas mixture ceased to flow in the tube and no
combustion could occur. The flame speed variation with varying A/F ratio for 0.5
in. tube diameter has been shown in Fig. 6.

In the fifth set of experiments, an 8 mm (0.314961 in.) diameter tube was used.
The results show that no flame propagation occurred for this diameter of tube at any
air fuel ratio. Hence, flame speed could not be calculated.

4 Conclusion

Based on the work carried out in the present investigation, the following conclu-
sions are drawn:

e From the comparison of flame speed at different air fuel ratio in 0.5 in., 0.75 in.,
1 in. and 1.25 in., respectively, it is observed that the flame speed increased as
the flame tube diameter increased and vice versa. This may be due to quenching
effect on the wall, which decreases with increase in tube diameter.

e The highest flame speed for all the tubes was obtained around 34/1-38/1, till
which the flame speed increases with increase in air fuel ratio and then decreases.
This may be because in lower air/fuel ratios, due to insufficient oxygen incom-
plete combustion occurs and the flame temperature is therefore low. And for
higher than stoichiometric air/fuel ratios, due the dilution effect of excessive air
the flame temperature is low which in turn decreases the flame speed.
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The flame speed variation with varying A/F ratio comparison for all tube
diameters has been shown in Fig. 7. It is observed that lower is the tube
diameter, higher is the air/fuel ratio to obtain higher flame speed. Flame speed
tends to increases with increase in tube diameter for varying A/F ratio and vice
versa. Flame speed increases with varying A/F ratio till stoichiometric ratio is
reached, after which it starts decreasing again.
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Medium Scale Jet Engine Design
and Design Validation Through
Simulation
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Nomenclature

A Area

T Temperature

P Pressure

TIT Turbine Inlet Temperature
Mass flow rate
Mach number
Density

Velocity
Efficiency
Specific heat
Specific heat ratio
Pressure ratio
Temperature ratio

489203 <023

Subscripts

abs Absolute
Tan Tangential
rad Radial
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Stagnation

Overall

Propulsive

Thermal

Cold Section

Hot Section

Diffuser Inlet

Compressor Inlet
Combustion Chamber Inlet
Turbine Inlet

Nozzle Inlet

Nozzle Exit

Absolute stage exit velocity
Tangential stage exit velocity
Gas angles

ain  Absolute inlet gas angles
oexit Absolute exit gas angles

ol Absolute Inlet gas angle

o2 Absolute outlet gas angle

RO » » © W~ T~ g0
—_—

cX Stator chord
cr Rotor chord
S Spacing

Zs Tangential force coefficient of stator
Y Blade angle

Y1  Inlet blade angle

Y2  Outlet blade angle

A Stagger angle
6 Solidity

D D + hx

d

Disc diameter
hx Blade position above disc
Cl Lift coefficient for rotor

1 Introduction

The development of gas turbine technology has being very crucial in every country
due to increase in demands of civil and military requirements. As this is the one of
the confidential technologies that no country shares with others, even its allies.
A country like India, which had been trying to develop indigenous gas turbine,
KAVERI has been a milestone for Indian aerospace history. With this, it is quite
necessary to develop indigenous technology for aviation gas turbines i.e. Jet engine.
A jet engine has many variants in its classification based on component
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Fig. 1 Schematic sketch of engine

composition of the engine. So it is mandated to study existing design methods and
the latest improvements in the design process to meet up to industry standards [1].
In this paper, we aimed at developing turbojet designs for upcoming technology of
the drone industry which can generate 500 N thrust. As we must also be aware
optimization of core components, they play a vital role in engine performance [2].
Medium scale jet engine requirements are predominantly increasing with unmanned
aerial vehicle usage due to their thrust to weight ratio [3]. The development of
medium scale turbojets is much more complex and challenging due to their lower
mass flow rates [4]. However, design of smaller engines is different from con-
ventional jet engine designs because of flow residence time and operation at higher
temperatures and pressure profiles. The preliminary design was conventionally
adopted from [5, 6]. MATLAB and C++ codes are developed to obtain the design
parameters for the flow regime of Mach 0.0-3.0 thereafter the design was optimized
to make a feasible system with the maximum possible efficiency (Fig. 1).

2 Methodology

2.1 Design Specifications

M, 0.1-3
Ty, 300 K

Yc 14

YH 1.3

cc 1.004 kJ/kg. K
CH 1.239 kJ/kg K
hpr 42,800 (KJ/kg)
-2 max 1

Ty 3 6

T3 4 0.9

s o 0.96

n polytrophic compressor 0.9
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npolylrophic turbine 0.9

N mechanical 0.9

N burner 0.98
TIT 1800 K

Overall pressure ratio P1/P6  0.75

The preliminary design was carried out with the following initially considered
parameters on the Brayton cycle for having the operating envelope of the engine
with its inlet flow regime from Mach 0-3. With this we are able to obtain cycle
parameters with different flow parameters. With this we decided to make an engine
max efficiency, operating Mach no at 2.2 as shown in Figs. 2 and 3. With the
engine operating envelope the geometric design was preceded. By the obtained
parameters, it was evident that it can generate a specific thrust of 483 N where the
engine should have mass flow rates of 1 kg/s at compressor pressure ratio 6.

2.2 Design Procedure

From the operating envelope and max operating conditions, the geometric design
was carried out and the design procedure for each component varies which would
be discussed further, but at every section it was verified whether the component
design obey flow field governing equations. As the engine operating Mach is at
supersonic regime, the inlet diffuser is designed in such a way that the downstream
of diffuser is a subsonic flow by inserting a series of oblique shocks in the diffuser.
Diffuser design is purely based on the continuity equation and shock relations [5].
As the required m,_3 = 6 instead of choosing a centrifugal compressor we opted for
four stage axial compressor where it requires less frontal area for same pressure
ration which is essential for medium scale jet engines. As of compressor, the axial
compressor was chosen because with increase of pressure ratio the diameter of the
impeller also increases, which would be complicated for compact engine design and
High RPM. Centrifugal compressor has small feasible operating range and high
work input requirement from the turbine. It also elevates pressure ratio requirement

1200
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0
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mass flow rate

Fig. 2 Thrust mass flow rate with Mach no
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with low exit velocity. In contrast with an increase in speeds and mass flow rates,
the efficiency of axial compressor increases. With all the above considerations, we
opted to go for axial compressor in which we had designed the compressor for a
pressure ratio of 6 i.e. By theoretical analysis it had been obtained as 427 kPa. The
geometrical profile of compressor is obtained in the iterative procedure of the
following Egs. (1-4) and by constant mean diameter design process. The cascade
design of blades was performed on solidity ratio 1 where the stagger angle for rotor
is 19.54° and Stator is 19.02° and circumferential blade arrangement of 28 rotors

and stator.
Workdone by compressor = G‘I’Vén =cp(To2 — To1) (1)
Thub + rtzlp
rms — 2
: [ : @)
12

Area

Tiip = W (3)
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The combustion chamber is another crucial component in an engine which is a
heat source and the performance, durability and efficiency of the chamber decides
the engine performance and reliability. Design of combustion chamber is mainly
oriented on the annular combustor as if to make the component compact and
smaller in size. Combustor design is one of the most crucial and critical exercises
because of which it requires a better optimization for turbine inlet by operating
compressor output. In combustor design there is ambiguity for industry to industry
design as the individual design standards they set up are from years of research and
experimental data that have excelled. By following standard format from [7] the
Egs. (5-8) are adapted to obtain geometrical parameters and dilution zones design
Table 1 are completely based on continuity and momentum equations rather than
following the conventional Carnfield and NASA methods [7].

L L AyorL
Reference length t,ps= — ~ — = M 5)
Vm'g Vre' ms3
0.5
R /TN 2APx 4 /AP« 4\ ~!
Reference area A,,r = | = <m3 3 > 3-4 < 3 4) (©)
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Profile factor P, = —maxav "t ™)
i -
rav tin
T, —T..
Pattern factor PF= —m&Xav "t ®)
Tt av Tt in

Vier = 50 m/s; Ager = 9.569%-03 m”

Length of the combustion chamber = 55 cm.

The turbine is one of the most sensitive parts in the engine where it has to operate
within the specified temperature envelope. From the evolution of jet engines,
material science has seen many improvements and better material compositions have
been developing. But in this paper, we restricted to design a medium scale axial
turbine. From parametric cylce analysis, it was clear that we require a single stage
axial turbine that can generate sufficient power of 248 KW required by the com-
pressor. The cascade blade design was considered from conventional Turboma-
chinery design [8] with Egs. (9-16). Rotor blades staggering angles of 19° and stator
blades with staggering angles of 19° as shown in Table 2 were obtained.

Table 1 .Combustor dilution  gecfion No of holes Diameter of hole (mm)
zone design -

Fuel mixture 16 1.8

Primary 24 7

Secondary 36 10

Tertiary 54 8.2
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Table 2 Turbine design for TIT 1800 and 2200 K

TIT V1 Ul @ o Degree of Pos B3 M;
(K) reaction

1800 [254.839 |254.835 |1.7043 | 0.5025 |0.2069 672.717 |0.5679 |0.8886
2200 |281.735 |281.736 |1.7043 |0.4303 |0.1614 504.205 |0.524 |0.9186

Stator Design

(cx/s)m = [(2(cos(a2m))?) * (tan(alm) + (u2/ul) * tan(a2m)) * (ul /u2)?] /Zs 9)

Y2m = (Y1m + 8 * oa2m * (6)°°)/(8 * (5)°*) (10)
Jm=(Y2m—2Y1m)/2 (11)
6m=(cx/s)/cos(Am) (12)

Rotor Deisgn
s =2D/N (
(b/s) = |(2/Cl) * cos(aexit) * (tan(ctin) — tan(aexit))| (

laexit|0 < Mexit < 0.5=[(7/6) * [[cos — 1(0/s)] — 100] +4o(s/e)]  (15)
(

CosA=(b/cr)

where

0.25 < (sle) < 0.625

0.015¢ < te < 0.05¢

C =1

As of our case, the engine must be able to fly at supersonic speeds and at the
same time it should be able to generate thrust requirement as of mission require-
ment. In this case we require to design convergent, divergent nozzle that can
generate nozzle lip Mach 2.3 and above to make self-sustainable flight. The nozzle
design as shown in Table 3 was carried out with gas dynamics consideration and
the isentropic relations with adiabatic consideration for real cycle. The nozzle
length was obtained from boundary layer consideration and flow governing prin-
ciples and Throat diameter was obtained from the Eq. (17) as 34 cm. Obtained
nozzle geometric parameters were tabulated in Table 3.

Al=wt/Pt\/§_T—/ng (17)
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Table 3 Nozzle design

Parameters Inlet Outlet
parameters Diameter (cm) 38 58
Temperature (k) 1725 1725
Pressure (pa) 525422 101325
MACH no 0.9 2.3

2.3 Simulation Modelling

The aim of this simulation was to verify the design rather than knowing the
behavior in real time due to limited computation power availability, but despite that,
the considerations were same as real time. The simulations were carried out in CFX
and CFD of ANSYS and geometries were developed in Solid works and ANSYS
workbench, Gambit, Blade Gen. Programs. Diffuser section simulation was carried
out on 2D gambit geometry in CFD to visualize the boundary layer with the help of
SST model with Y+ model. Instead of simulating the compressor and turbine,
simulation was carried on a set of stator and rotor blades to verify the same amount
pressure rise and expansion possible in theoretical calculations [9]. The 2D grid was
generated over each set of stator and rotor blades of compressor and turbine blades
which provides the compression and expansion ratio at the end of the blade tip. The
combustion chamber was carried in CFX with 3D where the species were con-
sidered of 63 in the methane with mole specifications [10] and with turbulent
non-premixed combustion. Nozzle simulations were carried out in back pressure
boundary conditions through which the flow adjusts to atmospheric conditions. For
combustion chamber and nozzle, volumetric meshes were generated by using
ANSYS Workbench.

3 Results and Discussions

As chosen from the inlet conditions of the engine to be Mach 2.2 it would be a huge
problem for compressor to generate a required compressor ratio due to shock
formation at the tip of the blades. Due to this, the normal shock existence was
designed in the diffuser section through which the flow becomes subsonic, a fea-
sible condition for operating the engine. The boundary layer thickness across the
diffuser cross section which had been validated from the simulation results is shown
across the diffuser section.

Rather validating compressor design at 3D scale, we opted to validate in stages
where the stage pressure ratio theoretically across 4 stages were 1.81, 1.62, 1.50,
and 1.45 respectively. The 3D simulation would be a task of complexity due to
turbo machinery. So due to inadequate resources we validated first and last stages of
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Table 4 Comparison of theoretical and simulated results

Sections Parameters Theoretical Simulation
1 Diffuser outlet Boundary layer 1 mm 0.3 mm
thickness
2 | Compressor outlet Total pressure 426.7178 kPa | 425-430 kPa
Absolute velocity 184.64 m/s 176.05-245 m/s
3 | Combustion chamber Total temperature 1800 K 2160-2250 K
outlet Static pressure 972.720 kPa | 897.320-
919.560 kPa
4 | Turbine outlet Static pressure 414.124 kPa 403.084—
413.831 kPa
Absolute velocity 704.74 m/s 690-712 m/s
5 | Nozzle outlet Thrust mass flow rate | 483 N/kg/s 478 N/kgls

Fig. 4 Compressor last stage rotor and stator static pressure contour

compressor which are having pressure ratio across stages 1.81 and 1.45 respec-
tively. The simulation results showed up to be satisfied as tabulated in Table 4 and
the pressure contour shown in Fig. 4. The Combustion chamber 3D model was
simulated as shown in Fig. 5, in which the temperature of turbine inlet was 2200 K
from Fig. 6, which was inappropriate according to parametric cycle as it has to be
1800 K. But due to absence of heat exchanging devices which is predominantly
used in industries, it requires for further reduction of heat to 1800 K but moving to
2200 K provides an edge in overall efficiency and operating range as shown in
Fig. 9. The above TIT 2200 K results which better suits the turbine configuration as
well, which is clear from Table 2. The turbine was a crucial and most sensitive part
of the engine and its design is most complex where one should have a better idea of
the aero-thermodynamics before dealing with it.
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Fig. 5 Combustor 3D model

Fig. 6 Combustor temperature profile and flame temperature

As shown in Fig. 7, the simulation results showed an approximate expansion
ratio of 0.691 from pressure profile. The static pressure can be compared from
Table 3 by theoretical and simulation which was differing 0.2% of actual value.
Because of the high expansion ratio, it is a high pressure turbine, which is providing
the required output in a single stage expansion and its temperature profile can vary
from 1800-2200 K as shown in Table 2. The nozzle was designed to be C-D as the
engine operating at supersonic speeds, and to sustain the same we opted for C-D
nozzle which could generate a thrust of 500 N but as of parametric cycle analysis it
was clear that it would generate 483 N thrust. So the design considerations were
made for the same and design parameters were shown in Table 3. The same was
simulated in an under altitude condition of 25,000 m and it was observed that the
exit Mach 2.3 from Fig. 8, was providing thrust of 478 N. In general, the nozzle
was able to provide the thrust of 478 N and was able to maintain the engine to fly at
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Fig. 7 Turbine rotor and stator static pressure contour

Fig. 8 Nozzle velocity vector and static pressure contour

0.4

— 2200 TIT
e 1800TIT

0.3

0.2

0.1

0.5 1 1.5 2 2.5 3.5
-0.1

-0.2

Overall Efficiency
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Fig. 9 Overall efficiency comparison with TIT

the same velocity as inlet velocity. From this it is clear that this design of jet engine
was feasible and self-sustaining with additional generation of thrust of 478 N.
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Fig. 10 Compressor and 0.93

turbine efficiency comparison
with Mach 0.92 turbine efficiency

compressor efficiency

Efiiciency

Mach.NO

4 Conclusions

With the above obtained results we validated our design, but there are many factors
that need to be considered to improve its overall performance off the engine. As of
now we are able to achieve an overall efficiency of about 38% from the TIT of
1800 K with an engine operating at Mach 2.2-2.5 (Fig. 9). Following our com-
pressor design, a pressure ratio 6 was designed across 4 stages with pressure ratios
of 1.81, 1.62, 1.50, and 1.45 respectively in stages. With the same simulation results
had shown appropriate 1.8 pressure ratio over the compressor and 1.47 pressure
ratio across last stage, which was interpreted from Table 4. The combustion
chamber had shown underestimated performance in terms of dilution as of required
TIT was 1800 K according to cycle analysis, but the simulation shown it to be
2200 K. With this we moved forward to the parametric cycle analysis to verify the
feasibility of temperature and interestingly, it showed that overall efficiency
increased by 2% and the operating range of the engine increased from Mach 2.5 to 3
(Fig. 10). Turbine designed showed the appropriate expansion ratio 0.691 pressure
with high efficiency, this might be because of our underestimation of efficiencies
during our parametric cycle analysis. The expansion ratio shown by turbine sim-
ulation is nearly double of expansion ratio in the parametric cycle analysis. The
design of turbine is even suitable for TIT 2200 K. The Nozzle designed was made
on C-D in order to provide thrust mass flow rate of 483 N accordingly to parametric
cycle. The same can be obtained in simulation results with a velocity of 478 m/s but
when the flow expansion was not as perfect as outlet pressure, it was not equal to
back pressure of the atmosphere.
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5 Future Work

Initially, a full pledge 3D simulation can be conducted on the individual compo-
nents and whole engine assembly depending upon the simulation power. Moreover,
the complex turbo machinery part can be better understood in order analyze the
aero-thermodynamics and aero elasticity problems related to turbine and com-
pressor. Once the complete simulation is performed, we can design some of the
auxiliary components of an engine, like heat exchange and even a turbine blade
cooling system to compete with industry standards. Even an afterburner device to
produce wet thrust at time requirements can be developed. With these design
templates, we can proceed to manufacturing stage where the whole engine manu-
facturing can take place, but before proceeding to production, we need to develop
an idea of materials and manufacturing processes. Furthermore, integrating the
propulsion system for a suitable medium drone can be done.
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Eco-Friendly Propellant for Hybrid
Rocket Motor

Aaditya Shrivastava

1 Introduction of Hybrid Rocket Motor

Hybrid Rocket Motor is such a class of rocket motor which is having the advan-
tages of solid motor as well as liquid engines, in which mostly solid fuel is a
polymeric material and oxidizer is a liquid or gaseous material. Earlier the appli-
cation of Hybrid Rocket Motor has been limited which further increases because of
its high safety and lower environmental impact. Initial Hybrid Rocket Motor
contains one major disadvantage of having low fuel-burning rate and hence low
thrust. Over the year when the research has been carried out to find out new types of
fuel which can produce high regression rate as compared to conventional hybrid
fuel, it was discovered that members of normal alkaline class of hydrocarbons are
solid at room temperature, having low surface tension and viscosity, which include
Paraffin waxes and polyethylene waxes (Fig. 1) [6].

2 Advantages of Hybrid Rocket Motor

(1) Easy thrust control because only the flow of liquid oxidizer is required to
regulate.

(2) Chemical deterioration of fuel and oxidizer does not occur because both are
kept separate.

(3) These are light in weight as compared to the liquid propellant because it
required single propellant feed system.
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Igniter Nozzle

Fuel Grain '
;‘- 3

Injector

Fig. 1 Typical Hybrid Rocket Motor

(4) For fuel grain configurations, it is having higher number of options as com-
pared to solid propellant rocket motor.

(5) In case any explosion occurred due to some failure, it is less destructive as
compared to liquid propellant rocket engines [5].

3 Advantages of Paraffin Wax

(1) Regression rate of the Paraffin wax is 3-5 times high as compared to the
polymeric fuels (including HTPB), which enables more efficient design.

(2) It is non-toxic, non-carcinogenic, non-hazardous and eco-friendly.

(3) By-products of combustion are carbon dioxide and water, while in conventional
solid propellant with ammonium perchlorate (AP) oxidizer, by-products are
acid forming gases such as hydrogen chloride. Apart from this, ammonium
perchlorate (AP) also contaminated water during propellant manufacturing
which is a significant environmental concern.

(4) Paraffin-based fuels are inexpensive.

(5) Processing of the fuel grain is simple. It does not require polymerization
reaction. No curing agents are involved [1].

(6) Scrap pieces of fuel can be re-melted and reused.

(7) Paraffin waxes are hydrophobic, which makes them an ideal binder for metal,
metal hydride and dense organic additives [2].

(8) These are inert; hence, Paraffin-based fuel is having infinite storage life.

4 Advantages of Nitrous Oxide

(1) Ttis an oxidizer with a vapour pressure of 736 psi at 68 °F which makes Nitrous
Oxide a self-pressurizing propellant, which eliminates the requirement of
complex structure and reduces propulsion system mass.

(2) Easy to handle, low toxicity, and high vapour pressure.

(3) Powerful solvent and very readily dissolve hydrocarbon materials [5].
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Fig. 2 Entrainment Pele
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5 Combustion Process

The combustion system in the Paraffin wax follows the Entrainment theory in which
heat is transferred through convection towards the fuel. Since Paraffin is having low
melting point, it forms a liquid layer on the surface of the fuel layer which becomes
unstable due to high velocity and turbulent gas flow in the port. The shear cause
ripples on the liquid layer and due to viscosity, droplets are pulled up from the
liquid layer and moved up through the boundary layer by means of Entrainment.
When these droplets pass from the combustion flame or reach there, they them-
selves react in the oxidizer-rich environment and burn much faster. Finally, ripples
which are formed in the liquid layer increase the surface area as well as roughness
which enhance heat transfer (Fig. 2).
Regression rate equation is given by the following:

. n
ir=aGg,

where

a  Empirical constant
n Pressure exponent
Gy Oxidizer mass velocity.

6 Rocket Propulsion Principle

Thrust is a propulsive force which is produced by imparting change of moments to
the exhaust combustion gases ejecting at the divergence section at convergent-
divergent nozzle. Propellant is burnt into the combustion chamber of the rocket
motor, and the resulting burn gases are allowed to eject through the
convergent-divergent nozzle and increase the velocity and ambient pressure which
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gives change in momentum. According to the change in moment force called as
thrust, this thrust has propelled the rocket in a forward direction [3].
The thrust equation is as follows:

T=mV,+ (P, — Py)A.,

where

Mass flow rate
Exit velocity

Exit pressure

Exit area
Ambient pressure.

P F P SE

7 Cold Flow Test

A test to check and verify propulsion subsystem and flow of propellants, without
firing the rocket. A cold flow experimental investigation is performed for Hybrid
Rocket Engine test apparatus in order to gain a further understanding of transient
phenomena affecting the engine’s hot test firing results. The test allows for the
evaluation of the fluid—structure interaction behaviour of the rocket engine’s
combustion chamber and oxidizer feed line/injection apparatus. Cold flow analysis
and experiments enable us to see flow characteristics, velocity profile within the
combustion system and rockets. To understand the loss caused by design is very
important for the designer. Result obtained from this test is used to identify and
analyse the faults of the design [4].

8 Static Testing

It is used to accurately determine the motor thrust, chamber pressure, burn time and
other data which help in propellant evaluation, engine design and engineering. In
any case, it is better to have a new motor malfunction in a safe test bay compared to
flying high overhead out of control. By static testing, rocket engines can be tested
before flying them to understand and learn how to rectify the errors and improve for
further testing. For testing smaller rocket motors, it is required to measure and
record the thrust performance. Thrust usually measured in ounces or grams or
newton by various mechanisms. From these data, thrust curve is created which
shows the engine performance. It shows the rise and fall of engine thrust over the
period of propellant burning. This curve is one of the most important charts to
evaluate engine and propellant performance. Chamber pressure is the next most
important thing to measure along with burn time (duration of thrust). How much
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Fig. 3

Static testing of Hybrid Rocket Motor
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pressure is being generated in the motor case? Chamber pressure for most rockets is
a few to thousands of pounds per square inch. Many rocket engines are designed to
operate between 300 and 600 psi chamber pressure, higher the chamber pressure,
higher the thrust (Fig. 3) [4].

9 Results and Discussion
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First graph shows the gradual increase in chamber pressure according to the
mass flow rate of the Hybrid Rocket Motor. It indicates that with the increase in
mass flow rate of the oxidizer, chamber pressure also increases.

In the case of Hybrid Rocket Motor, the thrust is a function of mass flow rate.
This second graph shows the variation of thrust with respect to mass flow rate.
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9.1 Chamber Pressure Verses Time Comparison
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R-16 is a Solid Rocket air-to-air missile which uses cordite as propellant. Here,
the comparison shows the performance of Hybrid Rocket Motor with Solid Rocket
Motor. In the case of Solid Rocket Motor, at initially there is no increase in the
chamber pressure, and after some microseconds, the graph shows rapid increase in
the chamber pressure. After reaching the higher point, the graph shows the linear
increase in the chamber pressure with respect to time.

While in Hybrid Rocket Motor, since beginning it shows the increase in chamber
pressure, which also indicates no fluctuation in the graph, unlike R-16 where
chamber pressure is increasing, but it also contains the fluctuations.

9.2 Thrust Verses Time Comparison

o R-16 Air to Air Missile Hybrid Rocket Motor

I
1=
S

60

A
50 '\\

[
[
S

1 SN o
~ 40 250
4
Z w E 200
E = 150
E 20 §
1
= 10 E 00
50
0 0
0 0.2 0.4 0.6 0.8 1
Ti 10 9 8 85 105 9 125 125
ime(sec) —>

Time (sec) —>

The graph shows the comparison between R-16 Solid Rocket air-to-air missile
and Hybrid Rocket Motor. In the first graph of R-16, initially thrust increases
rapidly which further decreases with respect to time. This decrease is not linear in
fact having some fluctuations.
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In the second graph, thrust is increasing with respect to time. This increases
without any fluctuation which is much better than R-16 missile.

10 Conclusion

1. As compared to conventional hybrid propellant, Paraffin wax is a better option
which eliminates the environmental hazards, easy to handle and provides better
performance.

2. Unlike solid propellant, it never shows any fluctuation in its operation.

3. Regression rate can be enhanced by using additive material like charcoal and
aluminium powder.
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Fluidic Thrust Vectoring of Engine Nozzle

R.B. Rakesh and Sijo Varghese

1 Introduction

Thrust vector control is the ability of aircraft to maneuver the direction of the thrust
from its engine in order to control the angular velocity of the vehicle or its direction
of motion. Thrust vectoring is used to control aircraft’s or rocket’s motions in roll,
pitch, and yaw [1]. For fighter aircraft, the benefits of thrust vector control include
control augmentation and improved survivability. Thrust vectoring has found
increasing applications in recent years on aircraft, mostly as an augmentation to
conventional control surfaces. Apart from post-stall maneuvering, advantages of
thrust vectoring include reduced tail area and enhanced stealth, improved low-speed
engine-out recoverability, and increased departure resistance. Several thrust vec-
toring methods are available for use on a jet engine. Some of these options include:
rotation of the entire engine relative to the vehicle; rotation of the engine nozzle in
order to direct the exhaust gases in a different direction; insertion of movable vanes
or paddles into the exhaust flow; secondary fluidic injection; diversion of exhaust
gases prior to the nozzle exit. Fluid thrust vectoring is a technology that deflects the
main flow of an engine jet from the centerline in order to transfer some force to the
targeted axis through primary and/or secondary fluid interaction [2]. By that
imbalance momentum is created, and it changes the direction of motion. These
techniques can be used to vector the exhaust flow in the pitch direction with the
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magnitude measured by pitch vector angle or in the yaw direction with the mag-
nitude measured by yaw vector angle. A means of comparing the thrust vector
angles of different fluidic injection techniques or configurations is thrust vectoring
efficiency, which is defined as the thrust vector angle in degrees, normalized by the
percent of secondary fluidic injection. Use of fluid thrust vectoring is implying less
complexity and faster dynamic response compared to other thrust vector control
systems. Another aspect of secondary injection thrust vector control is that the
moment arm of the resultant force is bigger than the mechanical thrust vector
control techniques enabling to have lesser side forces since the ratio of the side
force to the axial force allowed by this technique is limited. Using fluidic techniques
for thrust vectoring can lead to weight reductions of as much as 80% over their
mechanical counterparts.

Based on the conceptual design and module, there was a challenge of selection
in papers as this topic hasn’t been implemented into practice. Brendan A. Blake [3]
titled ‘Numerical Investigation of Fluidic Injection as a means of thrust control’
helped in gaining an insight to the designs. A variety of different methods of fluidic
vectoring have been developed since initial investigations of fluidic vectoring
techniques began in the 1950s. Each method has been investigated both experi-
mentally and numerically with different levels of success. All methods are fairly
unique in the manner in which secondary flow is used to vector thrust.

The different types of fluidic thrust vectoring methods are classified as,

. co-flow method

. counterflow method

. shock vector method

. throat shifting method
. recessed cavity method

| O R S

Co-flow method is used when the fluid flow from the secondary injection is
either directed toward the main flow. Due to low pressure flow, the main flow tends
to deflect giving thrust angles. When a faster moving fluid flows along a slower
moving fluid, the slower moving fluid tends to bend toward the faster moving fluid.
The Coanda effect is the tendency of a flow to adhere to a curved surface due to the
low pressure generated at the surface as the flow velocity over it increases [3]. The
counterflow method uses suction between the trailing edge of the nozzle and an aft
collar. The suction creates reversed flow along the collar. The end result is a
pressure drop and an increase in velocity near the reversed flow area which provides
a thrust differential. Shock vector control uses the injection of secondary flow
downstream of the throat in the diverging section of the nozzle. Injection of flow
here induces the formation of a shock wave at some angle. Maximum vector angle
is achieved just prior to the shock impinging on the opposite side of the nozzle.
Throat shifting uses the injection of secondary flow at or just upstream to the throat
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of a converging diverging nozzle [4]. The throat shifting method is considered to be
the most efficient method of all combined, and this method is one of the main
sources of the idea to provide secondary injection ducts for thrust vectoring in this
project, but in this case, the secondary flow injection is made in the throat area itself
before the flow reaches supersonic by skewing which forms a barrier, thereby
deflecting the main flow at desired angles. The fluidic injections can be oriented
desirably in order to get the required vectoring of the primary flow. Although the
presence of recessed cavities does cause thrust vectoring, it is the combination of
injected secondary flow at the throat in combination with the recessed cavities that
cause vectoring. Although achieving significant results, combined methods are not
widely investigated due to their inefficiency and difficulty to incorporate [5].
Recessed cavity method is a combination of throat shifting and formation of cavity,
thus giving the project a base principle. A secondary flow is injected through a
small injection port which is intended to travel into the cavity in the nozzle
geometry such that the secondary fluid forms a vortex and acts as a barrier, and the
main flow takes the shape of the rest of the exit nozzle geometry where vortex is not
generated and the flow gets deflected.

2 Modeling Methodology

2.1 Computational Approach

A standard 2D—CD nozzle was designed in ANSYS 15(fluent). The nozzle
boundary conditions consist of a main inlet, throat, outlet, wall, and three secondary
inlets on either sides of the horizontal central axis (Table 1). Secondary inlet ducts
are positioned at certain angle with respect to the main flow, but the ducts are
perpendicular to the diverging section. The inlet ducts are equally spaced so as to
provide a continuous minor obstructions to the primary flows which would provide
efficient deflection and the deflection rate can be decided by controlling the flow
through the secondary inlets and the flow velocities through each one of them

(Fig. 1).

Table 1 Geometrical Parameters Values (mm)
parameters of the nozzle -
design Inlet diameter 25
Outlet diameter 35
Throat 10
Length of the diverging section 50
Length of the CD nozzle 75
Secondary inlet diameter 3
Secondary inlet ducts spacing 8
Secondary inlet ducts space from the throat 5.0562
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Model View | Print Preview

Fig. 1 CD nozzle

2.2 Meshing of the Geometry

Finite element analysis is dividing the geometry into various small numbers of
elements. These elements are connected to each other at points called nodes. Each
node may have two or more than two elements connected to it. A collection of these
elements is called mesh. In ANSYS workbench, there are many tools and options
available to create an effective mesh. An effective mesh is the one that requires less
computational time and gives maximum accuracy. The meshing of the given CD
nozzle geometry is performed to divide the geometry into number of cells so as to
calculate the fluid flow at each and every point in the domain. By using unstruc-
tured quadrilateral mesh, there are about 23,000 cells. The refinement of the mesh is
given specifically at the secondary inlets, and the outlet is made to identify any
abrupt temperature change at the region where the secondary and the main flow
interact, and to study whether there is any shock wave that is produced (Fig. 2).

Fig. 2 Mesh of the CD
nozzle
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Table 2 Boundary Condition Values (Pa)
conditions of the CD nozzle
Inlet pressure 3E5
Outlet pressure 0
Secondary inlet pressure 1E5
Ambient pressure (14000 m) 0.11E5

2.3 Boundary Conditions

The boundary conditions pertaining to the CD nozzle are the inlet, secondary inlet,
outlet, and the wall (Table 2). There must be a pressure difference in the nozzle such
that the flow goes from high pressure to low pressure (vacuum). The outlet pressure
is maintained low because the flow needs to accelerate at supersonic speeds.

3 Performance Analysis

3.1 Deflection Angle Value

From the simulation, the fluid flow is vectored downward at a deflection angle of
23.8°.

Deflection angle of the vectored flow can be found using the formula and not by
the computational approach as the software does not provide the angle at which the
main flow turns while exiting the nozzle.

8 =tan"'[ F,/ F] (1)

8 Deflection angle, F, F, = force in x, y directions
& tan™' [3505.233/7941]
5 23.8

The deflection angle obtained is 23.8°.

3.2 Results

The computational method result indicates the thrust vectoring action with the
maximum flow velocity of 1200 m/s (M > 3) without any abrupt heating/
temperature change in the secondary inlet and the main nozzle junction.
The indicated velocity contour is after the application of the boundary condition to
the nozzle with the thrust vectoring capability (Fig. 3).
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Fig. 3 Velocity contours

The table indicates the directions provided in which the thrust or the force values
is intended to find, i.e., in the ‘X’ or ‘y’ direction whether positive or negative
direction (Table 3).

The plots indicate the length or the distance of the nozzle’s secondary inlet 1 in
the ‘x* direction while the velocity value in the secondary inlet 1 which has a
diameter of 3 mm is indicated in the graph which shows certain fluctuations in the
velocity (Fig. 4). The flow where the secondary injection and the main flow
intersects experiences stagnation point where the velocity almost becomes zero,
then the flow combines with the main flow and accelerates to a higher value. The
intersection of the secondary flow with the main flow initially experiences stag-
nation, i.e., almost zero velocity but gradually combining with the main flow the
flow velocity attains higher flow value.

The plots indicate the length or the distance of the nozzle’s secondary inlet 1 in
the ‘x’ direction while the pressure value in the secondary inlet 1 which has a
diameter of 3 mm is indicated in the graph which shows certain fluctuations in the
pressure at the secondary inlet 1 and the main flow junction (Fig. 5). In the pressure
plot the point at which the stagnation point is experienced gives a higher static

Table 3 Values of vectored X direction Y direction Force (N)
CD nozzle
1. 1 0 7941
2. 1 1 3136
-1 8093
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pressure value in the graph and then as the flow reaches the end if the secondary
inlet results in increasing the flow velocity and decreasing the static pressure value.

The reports clearly indicate that the secondary inlets were kept at the upper part
of the diverging section where the secondary injection deflects the main flow to the
lower right-hand-side direction (1, —1) such that the resultant moment is obtained
by the resultant force, i.e., pitching down tendency in the attitude of the aircraft.

Fig. 5 Plot between position
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Compared to the main flow thrust (1, 0), the vectored thrust is greater than the main
flow indicating an additional thrust by the secondary injection, and the vectored
thrust in the lower direction is higher than that of the vectored thrust in the upper
direction, this would give desired moment intended of changing the attitude of the
aircraft and provide lower reaction time.

In order to evaluate thrust vectoring and nozzle performance, relevant efficiency
parameters are defined to compare nozzle performance under different circum-
stances. Hence, specific impulse amplification coefficient C,y is defined as the ratio
between the global specific impulse in vectoring and non-vectoring mode opera-
tions, forces of such will give the thrust vectoring efficiency.

3.3 Thrust Vectoring Efficiency
n =CaL = Specific Impulse Amplification coefficient =I;P /Isp (2)

CaL = {(Fx + F9)"?/(m; + my)}/(F./my)

{(7941% + 3505.233%)%/(0.3123 + 1.4378)}/(1918.29/0.3123)
Car = 4959.83/6142.45

0.80 = 80% = n = efficiency

The obtained thrust vectoring efficiency indicates the percentage of efficiency
which is a parameter which can be related to the amount of flow being vectored at
the exhaust.

4 Conclusion

The thrust produced by the vectoring CD nozzle is higher as the secondary flow
gets added up with the main flow. The secondary injection when interacts with the
main working fluid creates initial disturbance in the flow; hence, that interaction
point acts as stagnation point leading to reduction in the flow velocity and drastic
increase in the static pressure at the secondary inlet 1, where the obstruction in the
flow is first experienced. The thrust values thus obtained having the x’ and ‘y’
component provides the resultant moment in the desired direction.

Very high Mach number can be achieved in this type of vectoring where it can
find its application in space vehicles like rockets and space shuttles.
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2D-PIV Measurements in a Novel Swirl
Burner Under Isothermal Conditions

Mourya Voleti, Naga Venkata Sai Aditya Burle, Raghu Jarpala
and Rajesh Sadanandan

1 Introduction

One of the major design criteria in combustor design is pollutant reduction,
especially the oxides of nitrogen (NO, ) and carbon monoxide (CO). To reduce these
pollutants, global gas turbine (GT) manufacturers pursue different approaches. Some
of the methods in use include fuel flexibility, staged combustion, moderate and
intense low-oxygen dilution (MILD) and flameless combustion [1-3].

For GT engines, swirl is the preferred flame-stabilizing mechanism. A number
of investigations elucidate the various parameters influencing swirl combustion [4].
Swirling flows result in strong shear regions, high turbulence, enhanced mixing and
rapid mixing rates of hot products with fresh unburned gas mixture resulting in wider
stability limits. A major feature in swirling flows is the presence of recirculation zone
above a critical swirl number [5]. The hot combustion products in the recirculation
zone constantly mix and ignite the fresh mixture and thereby ensure high stability of
the flame.

With an aim to develop new burner designs to reduce pollutant formation, a novel
gaseous non-premixed model GT burner [6] is developed at IIST. The burner design
is aimed at promoting intense mixing of the fuel and air with the recirculating prod-
uct gases. Previous researches in MILD [2] or flameless combustion (FC) [3] has
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shown that intense mixing promotes uniform temperature distribution at lean oper-
ating conditions, resulting in low adiabatic flame temperature and thereby enabling
ultra-low emissions.

In this regard, the goal of the current studies is to investigate the turbulence char-
acteristics in the newly developed burner under isothermal conditions. The absolute
flow velocities are measured using two-component particle image velocimetry (2D-
PIV) to capture the temporal development of the flow field. The information is vital
in understanding the development of large-scale coherent structures and their impact
on the heat release by chemical reactions.

2 Burner Description

The model GT swirl burner (IIST-GS1) [6] used in the present work is shown
schematically in Fig. 1. The swirling motion is imposed on the main airflow by means
of a radial swirler of swirl angle 60° and consisting of 12 vanes. Air at room temper-
ature and pressure passes through the radial swirler and enters into the flame zone
through an annular nozzle. The annular space at the burner exit has outer and inner
diameters of 42 and 36 mm, respectively, resulting in a hydraulic diameter (D) of
6 mm at the nozzle exit. The fuel is fed through a non-swirling annual gap of 0.5 mm
between the nozzle body and the central bluff body. For the current isothermal stud-
ies, the fuel channel is closed. The central region of the bluff body is recessed in
the shape of an inverted truncated cone; the recess height is approximately 11 mm.
The airflow rate was regulated by digital mass flow meter (Make: ALICAT M-100
SLPM-D/10M) and metering valve and is fixed at 100 lpm. The nozzle Reynolds
number based on the cold inflow bulk velocity and hydraulic diameter is Re = 1680.
The flowmeter has an accuracy of typically 0.8% of the reading and +0.2% of full
scale. Swirl number S of the burner, defined as the ratio of axial flux of swirl momen-
tum to axial flux of axial momentum, is 1.01 [7].

3 Experimental Set-up

The PIV experimental set-up consists of two configurations, one for axial flow field
and other for tangential flow field measurements. A Nd: YAG double-pulsed laser
(532 nm, 10 Hz, 15 mJ/pulse energy) is used as the light source and LaVision Imager
Pro X 4M CCD camera (2048 x 2048 pixels) is attached with a Nikkor lens (50 mm,
f/1.8D) and bandpass filter (532 + 10 nm) is used as a recording medium. The time
delay (dt) between laser pulses is 55 and 45 s for axial and tangential flow field
measurements, respectively. LaVision Programmable Timing Unit (PTU) was used
to synchronize the laser pulse with camera shutter timing. Light sheet optics is used
to create a diverging laser sheet of 1 mm thickness for the tangential plane mea-
surements, and a vertical parallel sheet (S0 mm height) was used for the axial plane
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Fig. 1 Schematic of IIST-GS1 swirl burner

measurements. The flow was seeded with olive oil droplets (particle size ~1-10 pm)
using a seeding generator to illuminate the flow. Approximately 300 pairs of instan-
taneous images are acquired for determining the average velocity vectors and RMS
velocity fluctuations.

For the tangential flow field measurements, the camera is mounted at an angle to
the burner axis. The image defocussing due to this angular configuration is corrected
by mounting the camera on a Scheimpflug adapter and by rotating the camera body
with respect to the lens as stipulated by the Scheimpflug principle [8]. Commer-
cial PIV software (LaVision Davis 8.2) is used for the vector realizations by spatial
cross-correlation of the particle images. An adaptive multi-pass vector evaluation
technique is employed with interrogation window sizes decreasing from 64 X 64 to
16 x 16 pixels with 75-50% overlap. This results in a spatial resolution and vec-
tor spacing of approximately 3.15 mm and 1.57 mm, respectively. Considering the
uncertainty of 0.1 pixel in the peak detection algorithm, the measurement uncer-
tainty of the instantaneous velocities is estimated as 0.1 m/s. Spurious vectors are
detected based on deviation from the local median and are iteratively removed.

4 Results and Discussion

4.1 Axial Flow Field

The instantaneous axial velocity flow field and the streamlines are shown in Fig. 2a,
b, respectively. The fine-scale vortices seen in these images highlight the level of
turbulence present. On the other hand, the time-averaged images in Fig. 2¢, d show
a well-structured flow field.

The flow field comprises three regions namely (i) bluff body-stabilized region
close to the burner exit, (ii) swirl-stabilized region further downstream and
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Fig.2 aInstantaneous axial velocity flow field b Instantaneous streamlines ¢ Time-averaged axial
velocity flow field d Time-averaged streamlines

(ii1) transition region in between the bluff body-stabilized region and swirl-stabilized
region. Two inner recirculation zones are formed at the burner exit due to the bluff-
body effect, and these zones extend up to 20 mm axially from the burner exit. This
recirculating flow is enclosed by the high-velocity incoming flow with the stream-
lines converging up to downstream boundary of the bluff body-stabilized region.

Intense mixing between the incoming airflow, fuel and the burned gases is
expected at the shear layer between the high-velocity inflow and the inner recircula-
tion zone. Further downstream, the streamlines diverge and a swirling flow field with
a central reverse flow region is observed from approximately 25 mm from the burner
exit. The transition region from bluff body-stabilized to swirl-stabilized regions is
observed from approximately 20-25 mm downstream of the burner exit. It can also
observed that the central reverse flow region is extending from the swirl-stabilized
region up to the burner exit in the bluff body-stabilized region.

For understanding the turbulence chemistry interactions, one of the important
parameters desired is the lengthscales of the turbulent motion as they provide a
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measure of the energy-containing eddies. The turbulent lengthscales are estimated
based on the space correlation coefficient [9] given by Egs. (1) and (2)

. u;(x, Hu;(x + re;, 1)
RY = ! (1)

un I- T
\/u?(x, t)\/u?(x +re;, 1)

L) = / ooRg?(r,x)dr 2)
0

where Rg) is the correlation coefficient, Lg) (x) is the integral lengthscale. The double
script i refers to the velocity component, and the subscript j stands for the direction
of moving probe displacement.

The variation of the correlation coefficient distribution along the radial direction
for particular axial locations is shown in Fig. 3a. In case of homogeneous turbulence,
the correlation coefficient (Rg)) distribution should be symmetric [9]. It is clearly
seen that the correlation coefficient distribution is symmetric and the departure from
symmetry remains small far from the axis. The variation of lengthscales estimated
from axial velocities along the axis using the Eq. (2) is shown in Fig. 3b. Due to the
symmetry of the correlation coefficients, the lengthscales are calculated in positive
radial direction only.

Itis evident that the turbulence characteristics in the three stabilization regions are
dissimilar. From the burner exit, the integral lengthscale value gradually increases
up to X/D = 2.65 in the bluffbody-stabilized region due to the presence of the recir-
culation zone. In transition region, the turbulence intensity increases and the length-
scale values decrease. From X/D = 3.4, the lengthscale value fluctuates and then
reaches a peak value at an axial distance of X/D = 5.85, which means that there is
low level of turbulence at this location.
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Fig. 3 a Correlation coefficient distribution along the radial direction at different axial directions
b Integral lengthscale profile along axial distance
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4.2 Tangential Flow Field

The instantaneous velocity field, time-averaged mean velocity field and the corre-
sponding streamlines at an axial distance of 5 mm are shown in Fig. 4a, b, respec-
tively. The anticlockwise rotation of the bulk flow about the centre due to the swirling
motion is clearly seen in these images. The high inflow velocities (red-coloured
regions), which are formed near to the burner edge, are the resultant of both tan-
gential and axial velocity components. The corresponding time-averaged tangential
velocity vector field and streamlines are shown in Fig. 4c, d, respectively. It can be
seen that at the interface between the inflow region and the central recirculation
region, the direction of the resultant inflow velocity vector is opposite to that of the
circulating flow velocity vector due to the strong influence of both swirling and the
bluff body effect.

The resolved vorticity field (w) in the horizontal plane at different axial distances
is shown in Fig. 5a. The positive and negative vortices at the shear layer indicate
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Fig. 4 a Instantaneous velocity flow field b Instantaneous streamlines ¢ Time-averaged velocity
flow field d Time-averaged streamlines
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Fig. 5 Variation of a vorticity field and b extensive strain field along axial direction

the existence of counter-rotating vortex pairs at the shear layer in these locations. At
the transition region (X/D = 3.3), where the flow converges, the intense amount of
turbulence generated is evident from the relatively high levels vorticity in a narrow
region. Further downstream (X/D > 3.33), the vorticity levels gradually decrease
and spread out due to the diverging flow field in the swirl-stabilized region.

The two-dimensional fluid dynamic extensive strain rate field, defined as S, =

(‘;—: + %) /2 at different axial locations from the exit of the burner, is shown in

Fig. 5b. The high shear area at the shear layer between the incoming flow and the
recirculation zones is clearly reflected in the tangential strain field plots. The strain
field plays a critical role in the flame stabilization as high local strain rates can lead
to flame extinction in these locations. Previous researches in non-premixed CH,/air
flames have shown that localized flame extinction occurs when the strain rates are
close to the critical strain rate of 400 1/s. So from the plots, flame stabilization at the
shear layer closer to the burner exit is highly unlikely. The flame will most probably
stabilize at low strain regions downstream, provided that the local mixture fraction
is also favourable.

5 Conclusion

Non-intrusive laser-based measurement techniques (2D-PIV) were employed to
understand the isothermal, turbulent flow field characteristics of a novel non-
premixed model GT burner at atmospheric conditions.

The axial flow field measurements revealed the existence of two stabilization
regions due to bluffbody effect and swirl effect and a transition region in
between.The flow_streamlines_along the high inflow region converges in
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the bluffbody-stabilized region and then diverges in the swirl-stabilized region. The
transition region in between is characterized by a turbulent region of finer length-
scales.

The vorticity plots in the axial and tangential show intense turbulence being gen-
erated at the shear layers by the combined bluffbody and swirl effect. This will aid
in improving the mixing of fuel and air with the burned gases which is critical for
reducing the pollutant emissions. Also, the increased turbulence level at the transi-
tion regions along with the relatively low extensive strain at these locations will be
helpful in attaining flame stabilization over a wide range of operating conditions.
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Design of 3D Guidance Law for Tactical
Missiles

Sikander Kumar Pandit, Bhavnesh Panchal and S.E. Talole

1 Introduction

Traditionally, guidance laws for tactical missiles are designed by considering decou-
pled missile-target engagement dynamics. The dynamics is assumed to be decoupled
into two mutually orthogonal planes assuming that the cross-coupling between the
channels is negligible and guidance laws are then designed for both the planes sepa-
rately. This approach can be implemented effectively if the elevation angle between
the missile and target is considerably small [1]. However, in engaging highly maneu-
vering targets especially in terminal phase, yaw and pitch angles may not be small,
and, therefore, the cross-coupling effects may show up resulting in degraded per-
formance for the planar guidance laws. This fact has motivated to design a three-
dimensional (3D) guidance law so that the cross-coupling effects are catered for.
The 3D guidance law design based on proportional navigation is a natural choice
as the PNG has been shown to be most effective strategy for guiding tactical mis-
siles. However, while the classical PN offers desired performance in nonmaneuver-
ing or slowly maneuvering targets cases, its performance in the presence of highly
maneuverable targets may not be satisfactory. To deal with the highly maneuverable
target scenario, various guidance law formulations based on different nonlinear con-
trol methods have appeared in literature [1-5]. In this work, the 3D PN guidance
law is derived by using the input-output linearization (IOL) [6, 7] theory. Simula-
tion by considering highly maneuvering targets is carried out, and the results are
presented to showcase the effectiveness of the design. Further, performance of the
proposed formulation is compared with augmented proportional navigation guid-
ance laws and the related results are presented. The remaining article is organized
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as follows. The missile-target engagement model is presented is Sect. 2, and the for-
mulation of feedback linearization-based 3D guidance law is presented in Sect. 3. In
Sect. 4, simulation results are presented whereas Sect. 5 concludes this work.

2 Missile-Target Engagement Model

The 3D pursuit situation is as shown in Fig. 1 [§-10].

Where (X;,Y,,Z)), (X;,Y;,2Z;), Xy, Yy Zyy), and (X, Yy, Zy) represent refer-
ence, LOS, missile body, and target body coordinate systems, respectively, whereas
i jrokps iy jarskyyo and ip,jr, kyp are the unit vectors in the respective frames of
reference. The other quantities V,,(V;) are the missile(target) velocity vectors, p =
Vi / Vs 0, W, 05, Wy, and 6, w,, are the pitch and azimuth angles of missile and
target, respectively, in the corresponding frame of reference; 6,, y, are the pitch and
azimuth angle of target, respectively; NV is the navigation constant; r is the missile to
target range; 4_, /l'y, A, are the components of angular velocity vector in LOS frame;
AICW is the commanded acceleration; A‘;m,Agm are the commanded accelerations in
yaw and pitch plane, respectively. A,,,,A_,, are the yaw and pitch accelerations of
missile, and A,,, A, are the yaw and pitch accelerations of target. L is the LOS vec-
tor, and Ay, ,A,, and Y,;,Z, are the components of A, . 0, y; are the Euler angles,
and w; is the angular velocity vector of LOS.

To make the problem tractable, the following assumptions are made, missile and
target are considered as point masses, and seeker dynamics are neglected. Autopi-
lot is much faster than guidance loop, i.e., A,,, = Al and A, =A? . Further, the
velocity of target is assumed as constant and angle of attack of missile is considered
small enough to be neglected [11]. Under these assumptions, the nonlinear differen-
tial equations which describe the pursuit situation of missile and target in 3D space
are given as

Fig.1 3D missile-target Zr

engagement geometry v Xr, Vi
1 0

Yr
Zn

Target

Missile

Yr

X
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-V,.50,.sy,(ps6, — s6,)/rcb,, — V, (pcb,sw, — cO,,sw,)/r

. A
6, = —= +V, sy, tan Ay(pct sy, — cO,,sy,,)[r =V, cp,(psO, — s0,,)/r

PV,
. Ay
v, = Vol = Vus8,cy, tan A (pcb,sy, — cb,,sy,,)rco,
—V,,80,sw,(ps6, — s6,,)/rcl, — V,(pcb,sy, — cB,,sw,) /T (1)

From the engagement geometry, it can be shown that the angular LOS rate is given by

w; = Y s0i; — 0, j; +w ek, = A + /{ij + Ak, )
The conventional pure proportional navigation law generates missile acceleration
command proportional to LOS rate; however, in three-dimensional case the com-
manded acceleration is given by AAC/, = Al Jm T A,k The three-dimensional APNG
law is practically given by [11]

AyL = Aytcwt —A,sOsy,, Ay =Ach,
ym

. . . 1
A, = —NV,4,50,,sy,, + NV, 4.c0,, + EN(Achu/m — A0, 5y,) 3)

c ) 1
AL, = =NV, Acw,, + ENAchem “4)

The augmented proportional navigation guidance laws assuming target information
is known will be used for comparison with the designed guidance law.

3 Guidance Law Design

In this work, a guidance law using feedback linearization methodology is proposed.
To this end, the dynamics of 4, and 4, relating to the control input, i.e., lateral accel-
erations in pitch and yaw plane are derived using (1)

. 0. A,
/lv=ﬁ/lv+i+d1 ®)
- r - r

L op A, A,

AF%AZ— 2y ©)
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where
1 2 14
dy = =[A,,(cb,, — 1) —A,c0,+ V cO,tan A sy, (=)
r - : r
2 p 2 q q
—pV, cO,sy, tan Ay(;) + mecﬁtcy/,(;) - meCH,cwl(;)]
4, = LA ey — pV2cty 50 tan (D) — A_s6
2 = - w Wy = PV, C WSO, "y 5V SY,
—mﬁf%ﬁﬁm%ﬁ5+Amﬂ—c%Q+Am@%w%—D
r ‘
+ V2,50, tan A, (2) + V252,50, tan A4, (2))]
r r
It can be noted from (5) and (6) that the LOS rate dynamics are highly coupled in
elevation and azimuth planes, although from (5) and (6) it can also be observed that
the lateral acceleration, A_,,, has an effect not only on elevation channel but also on

azimuth channel. Naturally, if guidance law is designed by considering decoupled
dynamics, the performance may not be satisfactory.

3.1 Guidance Law Design by Feedback Linearization

Rewriting equation (5) and (6) as

. [ 2 . 1
i -Z 0 A -0 A d]
v = T, o I am | 4 |7l @)
-5 S o )+ [
Y =A+Bu 3
27 T 1
-= 0 -0 A d
here A = r |, B=17 U= on dd=1|""].
where 0 _2 l% _%] u [Aym] an |:d2:|

The LOS rates are driven to zero by using the control inputs A_,, and A,,,, and
thus it represents an output regulation problem. From (5) and (6), it can be verified
that the relative degree [6, 7] for both the outputs is 2. To this end, (7) can be written
as

Y'=A+Bu+d )

where 7 is the relative degree. Applying IOL theory, one can get the control law as
u=B'-A-d+V] (10)

where v is the external imposed dynamics and is given by

[k 4,
v= [_k21>] (11)
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From (7), if the LOS rates )iy, )ﬁz, and d; and d, are available, the dynamics of (7)
will be completely linearized as

A —k 0 |[4
| = 1 Y
HEERA|H
Thus for k; > 0 and k, > 0, the dynamics are closed loop stable will be there, and by
choosing the values of k; and k,, desired transient performance for LOS rate can be
obtained. The proposed guidance (10) will be referred to as the IOL-GL law and is

implementable if knowledge of target maneuver and nonlinearities of d, and d, are
precisely known apart from the measured quantities A, and 4.

4 Simulation Results

In this section, simulation results are presented to demonstrate the efficacy of the
proposed guidance law. As stated earlier, following the assumptions that the autopilot
dynamics are much faster than guidance loop and so are neglected, one has A,,, =
A;m and A_, = A{ . Due to physical limitation of dynamic actuators, commanded
acceleration is always constrained in practice and for this purpose, the guidance law
(10) is implemented with a saturation function assuming that the maximum lateral

acceleration in magnitude is restricted to 30 g. The saturation is implemented as

saty (A€ )
A, = { Wil (13)
satN(Aym)
N, x>N
saty(x) =4 x, |x| <N
—-N,x<-—-N

where N > 0 The simulation is carried out for maneuvering target with constant
velocity. The missile-target parameters are taken similar as in [11] and are given in
Table 1. Two target maneuvering cases as shown in Figs. 2a and 3a are considered
in the simulation. To cater for the effect of autopilot, a second-order system with

Table 1 Simulation data

Parameter Value Parameter Value
r(0) 2000 m 0,,(0) 10°

v, (0) 10° 0,(0) 20°
w(0) 135° Vi 450 m/s
Vr 350 m/s 0,(0) 30°

(43 45°
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damping ratio 0.8 and natural frequency 10 rad/sec is used. For APNG, the navigation
constant is chosen 4.5. For IOL-GL, the controller gains are chosen k; = k, = 1.6.
Simulations are carried out, and the results are presented in Figs.2 and 3. From
Figs. 2e—f and 3e-f, it can be seen that in IOL-GL the LOS rate converges to zero
quite fast in comparison with the APNG wherein the LOS rate is diverging in early
stage which can lead to higher miss distance. From Figs. 2b—c and 3b—c, it can also
be seen that the control energy in IOL-GL is lesser than APNG. From Figs. 2d and
3d, it can be observed that the interception time is lesser in IOL-GL than APNG.

5 Conclusions

In this work, a 3D guidance law based on the input-output linearization technique is
proposed. The effectiveness of the guidance law is shown through simulation results.
To show the effectiveness of the proposed design, comparison of performance of the
proposed law is carried out with APN guidance laws and it is shown that the proposed
law offers superior performance.
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MATLAB-Based Graphical User
Interface Development of RADAR
with the Implementation of Noise
Under Various Bands

Gouresh Sood, Ayush Shah, Aashish Choudhary, Hitesh Arora,
Shagun Bishnoi, Sudhir Kumar Chaturvedi and Anirudh Katyal

1 Introduction

We know that RADARSs are being widely used for detecting and tracking airplanes,
space crafts and transports at sea and also birds and bugs in the atmosphere. It not
only measures the speed of vehicles but also maps the surfaces of Earth from outer
space, and RADAR is capable enough to measure extra planetary assets of the
atmosphere. Codes of RADAR have permitted us only detection of objects at/in the
seas and in optically pure air using devices such sonar, lidar. Due to these reasons,
we think RADAR has an at most importance in avionics and electrical applications
and so we have proposed this project to gain knowledge about RADAR technology
and in what ways we can improve it.

Effects of noise have been studied, and how they can be minimized. Thorough
study towards detection criteria and working of RADAR has been done [1].

The GUI is divided into two phases: the first phase is the design phase, and
second phase is the implementation phase with noise. The design phase involves
determining the functionality of the GUI and using GUIDE in MATLAB to develop
a simple form of it. The implementation phase involves the editing of main file in
the MATLAB script, and the functions from the previous phase are to be defined.
When the simulations are completed, the results can be studied to construct the
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RADAR for optimum performance in the GUI. According to mathworks, a GUIL is a
practical interface to a programme. A GUI can make programmes easier to
implement with a consistent appearance and with intuitive controls such as
push-buttons, pop-up buttons, sliders [2].

2 Methodology

2.1 Design and Processing

The Graphical User Interface Design Environment or GUIDE offers tools for
crafting graphical user interfaces so as to make or customize applications.
The GUIDE Layout Editor is used, and there we can graphically design our
interface and its looks. GUIDE can then autonomously generate the MATLAB code
as an .m file for constructing the user interface, which we are able to alter so as to
package the behaviour of our application [3]. Methodology for developing the GUI
of RADAR with the implementation of noise under various bands is described in
the flow chart given in Fig. 1. Basic stages for a GUI construction includes
designing the GUI, laying out the GUI and programming the GUI (i.e. writing
callbacks in Main-file Editor). Developing a GUI begins by creating a figure with
file name.fig file, by typing ‘GUIDE’ at command window. Components can be
added into the GUI by dragging the intuitive controls from the component toolbar.
GUIDE stores the graphical user interface in two different files, which are generated
for the initial time. The code controls the GUI and includes the callbacks for its
components that are in the m-file with extension .m. A callback is a sequence of
commands that are executable when a graphics object is activated [4].

From the flow chart, one can infer the design procedure for the development of
GUI. The main reason behind this process is that one can easily determine the main
components of the systems so that they can be easily implemented (Figs. 2 and 3).

2.2 RADAR Range Equation

The RADAR range is linked to the characteristics of the transmitter (Tx), receiver
(Rx), antenna, objectified target and the surroundings by the RADAR range
equation. It is not just useful for measuring the maximum range from the RADAR
to the object, but it also serves as a tool for studying RADAR operations so as to
design a basic RADAR model. In this section, we have derived a simple form of the
RADAR equation [5].
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The simple RADAR range equation is as follows:

Pt*G*Ae*o

= et (1)

(47)"*R

Noise power generated by a resistor is directly proportional to operating band-

width above which the noise is to measured and also proportional to the equivalent
temperature.

P,=k*T,*B (2)

Alongside signal power, there is a reception of noise power signal as well at the
antenna. The signal-to-noise ratio (SNR) may be defined as the ratio of signal
power and noise power at the same point.

P

SNR= —* (3)
Py

The ratio of signal-to-noise ratio at input (SNR); to signal-to-noise ratio at the

output (SNR), is known as noise factor. The noise factor (F,,) of a device specifies

how much additional noise the device will contribute to the noise already from the
source. Noise figure is the conversion of noise factor into decibel (dB).

SNR
~ (SNR) “)

o

It is the measure of degradation of signal-to-noise ratio. Noise temperature is a
means of specifying noise in terms of equivalent temperature [6]. Noise temperature
is related to noise factor and absolute temperature by [7].

T,=(F,—1)*T (5)
P,=P,*F*(SNR), (6)

After the implementation of noise, the simple RADAR range equation becomes

1/4
R= Pt*Ae2*O- (7)
~ \(4r)* 22 *K*T,* B* F* (SNR),
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3 Results

Bandwidth is selected from the pop-up menu. The bandwidth options are from HF
(high frequency) to mm band (i.e. 3.0 MHz to 300 GHz). Other than that, here the
RADAR operating data inputs are assumed as per assumptions. The transmitted
power is assumed to be equal to 1.5¢ + 6 W. The aperture area is 7.20 m square.
The gain of the RADAR is taken to be 45.0 dB. The RADAR cross section or RCS
is equivalent to be 0.1 m square. We have considered the noise temperature as
290 K and the noise figure as 3.0 dB. The signal-to-noise ratio at the output section
of the receiver, i.e., SNR output, is taken as 6.0 dB. Starting from HF band, the
signal-to-noise ratio is decreasing from 220 dB to —250 dB in the mm-band. This
transition is linearly detrimental in nature with respect to increase in the frequency.

The results for the HF band are shown in Fig. 4. The HF band is ranging from
3,000,000 Hz to 30,000,000 Hz. The range is differing as per RADAR range
equation, and for each frequency value, it is changing. This change is visible
through the results shown graphically on the GUI in Fig. 4. The results are shown
in the GUI for every 1,000,000 Hz and have 28 increments till the HF band ends
at 30,000,000 Hz.

The results for the VHF band are shown in Fig. 5. The VHF band is ranging
from 30,000,000 Hz to 300,000,000 Hz. The range is differing as per RADAR
range equation, and for each frequency value, it is changing. This change is visible
through the results shown graphically on the GUI in Fig. 5. The results are shown
on the GUI for every 10,000,000 Hz and have 28 increments till the VHF band
ends at 300,000,000 Hz.
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Fig. 2 Finalized GUI created in MATLAB GUIDE
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The results for the UHF band are shown in Fig. 6. The VHF band is ranging
from 300,000,000 Hz to 1,000,000,000 Hz. The range is differing as per RADAR
range equation, and for each frequency value, it is changing. This change is visible
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Fig. 6 Finalized GUI working for UHF band

through the results shown graphically on the GUI in Fig. 6. The results are shown
on the GUI for every 100,000,000 Hz and have 7 increments till the UHF band
ends at 1,000,000,000 Hz (Fig. 7).
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Fig. 7 Finalized GUI working for mm band

4 Conclusions

We infer that the range of the RADAR is increasing as we increase its bandwidth.
The noise in the RADAR is increasing as we increase its operating bandwidth; i.e.,
as we increase the range, the noise also increases. The signal received is somehow
decreasing as we increase the RADAR bandwidth as it decreases with range.
The SNR in dBs is linearly decreasing as we increase the range of the RADAR (i.e.
increasing RADAR bandwidth). All these can be observed as a function in the
graphs. The graphical user interface application we developed in MATLAB can be
used for educational and research purposes. We can promote the capabilities of this
graphical user interface by adding some additional functions or features.
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Control of UAV Using GSM Technology

Shubhrasmita Mandal, Krishna Maheta, Vivek Kumar
and M.S. Prasad

1 Introduction

The life of today’s world is highly dependent on the new inventions in the field of
science and modern-day technology. It is not possible to have all the benefits of
technology without implementing it in the sectors such as medicines, education,
infrastructure, electricity, aviation, information technology and other field. Nowa-
days, the aviation field has grown up so vast that today’s world is nothing without
aviation, and it is the most innovative sector today. It has developed so much that
there are many unmanned aerial vehicles developed which are used for many
military and civil purposes both [1]. Also, Android is been flooding today’s market
with its multitasking options. As android and drones both are the most used
inventions and since these would be ruling the world in the future for many new
applications, we thought of coming up with an idea of controlling the drones with
the help of an Android application. The Android application will communicate with
the UAV at the receiving end through GSM technology. To aid this idea, we have
to install a GSM modem at the receiving end, which will be connected to the flight
controller on the UAV. The block diagram representation for the technique has
been shown in the Fig. 1.

The main idea of the paper is to control a drone from any remote part of the
world no matter where your drone is seated. This can be most useful feature for
military purposes for target killing, surveying, search and rescue, going to terrorist’s
secret place without the person being present there, and it will also be useful for
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Fig. 1 Block diagram
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civil purposes such as agriculture and survey if only we can eliminate the problem
of lack of continuous telephone network in any region. We know the telephone
networks are sometimes not present continuously, so at that moment, we may lose
contact with the UAV, but if the problem is solved, one of the advantages is as the
person need not be present nearby the drone it would save time and make all
the difficult tasks easy. Basically, by using this technique, we are replacing the
radio-controlled transmitter and receiver of the UAVs with an Android mobile
phone and hence adding up many advantages. The flow chart representation for the
whole idea has been given in the Fig. 2.

2 Development of the Android Application

Android Studio is the official integrated development environment (IDE) for
Android application development. Using Android Studio, the required application
to control the UAV has been developed. The application comprises of various
activities [2]. After starting the application, the user needs to sign-up or register
first. The user can then provide the required information and login to the applica-
tion. At the receiving end, there will be a SIM card installed in the GSM modem,
which has a 10-digit number. After the user has logged in, he has to enter the
10-digit number of the UAV and press the “dial” button. The mobile phone will be
automatically connected to the GSM modem installed on the UAV. Afterwards, the
user can give commands such as, ARM, DISARM, ROLL, PITCH, YAW. Using
Android Studio and JAVA programming language, the application has been
developed.

The user interface has been designed by XML language in the Android Studio,
and the application can be made alive by the background JAVA programming done
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for the individual activities. The Android Studio provides the users with various
predefined tools to make the development of the application easier [3]. To make a
customized user interface, one has to add his own library files within the project.
The activities can be interrelated by adding intents in the JAVA class of the cor-
responding activity. Furthermore, the application to be developed for this purpose
has to be a root application, i.e. the application can be launched only after the
device is rooted. The application has been shown by dividing it into various
activities in Fig. 3.

3 Android Device Architecture

The modern smartphone consists of two mutually cooperating systems: one is the
user interface comprising of the touch screen, audio input and output etc. and the
other one is the cellular modem, which controls all the cellular communications.
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Enter "0 digit no:

Fig. 3 UAV_CONTROL application

The interface between the two systems is highly dependent on the device manu-
facturer. Commonly used interfaces are serial peripheral interface (SPI), universal
serial bus (USB) and universal asynchronous receiver/transmitter (UART) [4-8].
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3.1 Radio Interface Layer

The radio interface layer is like the middleman of the Android that handles the
cellular communications such as provides interface to the cellular modem,
responsible for voice messages, phone calls, mobile Internet. RIL can handle all
radio-type communications such as GSM, CDMA, 3G and 4G. The RIL can be
directly reachable from outside world. All data sent from the cellular network to the
mobile device pass through the RIL. The RIL daemon is the core part of the RIL,
and it runs on a native Linux process [9, 10].

In smartphones, the ability to communicate with the mobile network is made
possible through the help of the cellular modem. This modem is also called as the
baseband processor. The software that runs on this processor is termed as baseband
firmware.

The whole telephony process in Android is divided into four components such as
the phone applications, the application framework, the RIL daemon, the
kernel-level device drivers. In this system, the applications are written in JAVA,
and the RIL daemon and drivers’ code are written in native code [11, 12].

The Linux kernel constitutes the lowest layer of the telephony stack. It contains
the drivers, which provide an interface for the user-land applications to commu-
nicate with the baseband hardware.

The stepwise telephony process can be well understood by the aid of the Fig. 4.

3.2 RIL to Baseband Communication

The basebands manage the physical radio link between the phone and the com-
munication infrastructure. The interaction between the RIL and baseband depends
upon the vendor and type of baseband. The communication may be a proprietary
protocol or a standardized text-based GSM AT command set. If the way of com-
munication is GSM AT command set, then the accompanying Linux kernel driver
provides a serial device in the /dev file system. In this case, the RILD just opens the
device and speaks the GSM AT protocol.

3.3 Rooting of the Android Device

Rooting is the process of acquiring the superuser privilege over an Android device.
Rooting means basically gaining the root access to the phone. Once the device is
rooted, the user will be able to control the operating system and can uninstall the
pre-installed applications.
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Fig. 4 Android telephony stack

The rooting also has a disadvantage, as the security of the device remains
compromised. The applications having root permissions have access to all the user
data on the device, and also it can be an open door to steal all the user data.

3.4 Android Debugging Bridge (ADB)

The ADB comprises of the ADB daemon on the android device, ADB server on the
host computer and the corresponding ADB command-line client. The ADB server
handles the connection between the host computer and the target android device for
various functions such as file transfer, installing/uninstalling applications, executing
a shell.
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ADB shell commands: The ADB shell commands give the shell access to the
android device connected to the host computer. After gaining the shell access, user
can get the Linux command-line access to the underlying file system of the targeted
android device.

The following ADB shell commands can be used to gain the root access on an
android device connected to a host computer through USB debugging enabled:
adb root adb remount
adb push su/system/xbin/su
adb shell chmod 06755/system
adb shell chmod 06755/system/xbin/su
adb shell chmod 06755/system/xbin/busybox
adb install superuser.apk

To check whether the device is rooted, type “adb shell” command on the
command window of the computer, and it should return “#”. This shows that the
device is rooted. After the device is rooted, we can launch the application, as it is
using AT commands to communicate with the modem of the device directly.
Therefore, to launch the application, we need a rooted android device.

4 GSM Technology

Global System for Mobile Communications (GSM) network consists of the mobile
phone working as a transceiver, base station subsystem acting as an interface
between the mobile device, and the network subsystem and the network subsystem
providing the access to different networks.

4.1 GSM Modem

A GSM modem is a special type of modem, which acts just like a mobile phone. It
accepts a SIM card and operated over a subscription to a network operator. It
operates at the 850.900/1800/1900 MHz frequency bands. A GSM SIM900A
modem is shown in Fig. 5.

4.2 AT Commands

AT commands are the instructions used to communicate or control a GSM modem.
AT is the abbreviation of attention. Every command line starts with the “AT”. It is
the prefix that informs the modem about the starting of a command line.
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Fig. 5 GSM SIM900A modem

There are various types of AT commands:
Test Commands: It is used to check whether a command is supported or not by the
modem.
Syntax: AT<command line>=?
Read Command: It is used to get modem settings for an operation.
Syntax: AT<command name>?
Set Commands: It is used to modify modem setting for an operation.
Syntax: AT<command name>=valuel, value2...value
Execution Commands: It is used to carry out an operation.
Syntax: AT<command name>=parameterl, parameter2... parameter
For example, to dial a phone number using AT commands:
ATD9718046994

5 GSM Modem and the Flight Controller Communication

The GSM modem is connected to the flight controller through the RS232 DB9
connector or TTL connectors. If the flight controller takes digital signal, then the
modem can be connected to the controller directly, and if the flight controller takes
pulse signal, then a digital to pulse converter has to be installed between the modem
and the controller. As the controller gets the signal, it works accordingly and
controls the UAV.
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6 Conclusion

The control of UAV using Android application will be of great use in the future. As
controlling of UAV using RC transceiver works only for a limited range, but by the
use GSM modem, we can connect from anywhere to any part of the world, provided
the GSM network is present. So controlling an UAV sitting at any part of the world
is one of the advantages. Making use of camera and GPS can give the location and
video for easy controlling. This technology can be used for many crucial purposes
such as, military purposes, agriculture purposes, fieldwork, survey, research and
many civilian purposes, if only the network-related difficulties can be overcome.
Another disadvantage of this GSM technology is that it does not work above a
certain height. One of the solutions can be that we can use this technology for
indoor drones.
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Orbital Magnetic Interplanetary Launch
System (OMILS)

Samuel Luis and Mukit Azad Khan

1 Introduction

The current requirement by space programs of today is to launch an interplanetary
probe for research and to conduct science on different planets in our solar system.
So, for this the launch vehicle will have to have a Av of more than 12 km/s. So this
magnetic module will provide a boost to the spacecraft in the form of an impulse
maneuver by electromagnetic repulsion force. The paper discusses the way the
probe will boost a spacecraft launched by a medium lift launch vehicle by
anchoring technique.

2 Oberth Effect

In Astrodynamics, the Oberth effect [1, 2] is experienced when a spacecraft enters
into a gravitational well and accelerates when its fall reaches maximum speed. The
resulting maneuver helps gain kinetic energy than applying the same impulse
outside of a gravitational well. The Oberth effect [1, 2] simply explains that when
the spacecraft is at the periapsis of the orbit and hence when it is the fastest in the
orbit, when an impulsive maneuver or thrust is given the energy required to change
the orbit to the desired orbit or escape orbit is the least as compared to the other
points in the orbit.
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The module mentioned here will use Oberth effect [1, 2] when it is at the
periapsis or perigee of the orbit by boosting the spacecraft or giving it the required
thrust.

3 Equations of Motion of Oberth Effect

If an impulsive maneuver of Av is performed at periapsis or perigee of the orbit,
then the velocity at periapsis before the burn is equal to the escape velocity, and the
specific kinetic energy after the maneuver is:

K.E=0.5mv’
=0.5(Vese + AV)?,

where V = Vg + Av.
When the vehicle leaves the gravitational field, the loss of specific kinetic energy
is:

0.5V?

esc*

So it retains the energy:

AVVe +0.5 V2,
which is thus larger than the energy from a thrust maneuver outside the gravita-
tional field by AvV..

4 Rendezvous Mode

In the Rendezvous mode [2], once a medium lift launch vehicle will place a probe or
satellite in orbit of around 1000 km by 4000 km altitude it will rendezvous [3] with
this electromagnetic rail gun module and pass right through it and gain velocity by
the electromagnetic repulsion force. The module will take advantage of the Oberth
effect, momentum gain, and electromagnetic repulsion force to make an impulse
maneuver to boost its speed.

This will boost its speed up to twice and it will have enough speed to get an
interplanetary trajectory to conduct an interplanetary mission. The spacecraft/probe
will first get into catchup orbit of around 250 km as normal probes do when they
have to rendezvous and dock with the ISS. Then at the proper time phase when they
need to get the velocity boost, the probe will get into a rendezvous orbit with the
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module and pass through it and get a boost of velocity at a proper phasing angle in
order to intercept the planned planet’s Sphere of Influence [1, 2].

5 The Anchoring Concept

The Anchoring concept that is presented here is similar to that of NASA’s asteroid
hitch-hacking concept which proposed harpooning a passing by large celestial body
and used its momentum to accelerate without burning fuel. In this case, instead of
an asteroid the module will act as the faster body.

The probe will be launched into a trajectory similar to that of a missile (i.e., it
would not need to achieve orbit) and at its apoapsis (likely 900-950 km) it will
make contact with the magnetic module’s orbit. As soon as the module passes near,
the probe will be grabbed by a connecting cable anchor (Figs. 1, 2 and 3) which
will be fired from the magnetic module. The spacecraft will be anchored.
Momentum transfer will ensure that its relative velocity will be zeroed out and later
it will be slowly pulled toward the magnetic module by coiling the cable. By this,
the module will gain velocity without using its own fuel. We want to gain a velocity
of 7-9 km/s with the anchoring using mass moment transfer. It will go through the
module and the probe’s speed will be boosted based on the principle of the Elec-
tromagnetic Rail gun [4—6]. The orbiting module will have its own thrusters attitude
control/station keeping which is necessary because of the sudden reserve pull made
by the slower probe in time of first contact with the cable. The mass of the orbiting
module has to be at least 100 times greater than the probe or spacecraft that will be
anchored to maintain its own velocity (Figs. 1, 2 and 3).

Fig. 1 Hitch Hiking (Anchoring) an astroid using hook and grapple
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Fig. 2 Probe anchoring with the orbiting module

Fig. 3 Probe has accelerated from the module and on its away to preplanned and the module is
orbiting on its designated orbit path

Fig. 4 The side view of the probe’s orbit
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6 The Electromagnetic Module

The electromagnetic module shall be placed in an elliptical orbit of perigee altitude
1000 km and apogee altitude 39464.4 km (Figs. 4 and 5) since its primary goal is to
boost the probes launched by medium lift launch vehicles (i.e., Falcon 9, GSLV,
PSLV, Ariane 5, etc.). Its orbital period will be 12 h and will make 2 orbits in a
day. The module mass will be 100 times greater than the probe or spacecraft that
will be anchored to maintain stability. The structure will be approximately 500 m
long with a launching platform for the payload (5 times bigger than the ISS).

It will operate based on the principle of the electromagnetic rail gun [4-6]
(Fig. 6) which will produce a repulsive force that will boost the speed of the
spacecraft/probe (Figs. 7 and 8). It will operate similar to the way that the elec-
tromagnetic rail gun system (Fig. 6) works to boost spacecraft. We are expecting at
least a 4 km/s gain through the module. The module will have thrusters for attitude
control/station keeping and to adjust against the perturbations while in orbit. The
module will have solar panels that will power the electromagnet [7]. They are
expected to give an output of about 300 kW (3 times more than ISS and can be
improved in future with nuclear energy to produce 1 MW).

The mass of the orbiting module has to be at least 100 times the greater than the
probe or spacecraft that will be propelled to maintain its own velocity because it
will experience deceleration or reverse thrust due to the magnetic repulsion similar
to a gun when it fires a bullet. More than one module can be put into orbit to
maximize the launch window.

The Orbital parameters of OMILS will be:
Gravitational parameter (km3/s2) = 398,600
State vector:

r (km) = [0 7378 0]

v (km/s) = [-7.2598 0 3.2323]

Angular momentum (km2/s) = 58632.3

Fig. 5 The front view of the probe’s orbit
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ir. The energy of it
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The railgun uses electromagnetic force (Lorentz force) to propel an electrically conductive projec e that is initially part of a chain. Current |, flowing through
the rails, generates magnetic field [ in the rails and armature. As a result, under the action of force [, the armature is pushed out of the magnetic field of the
rails and the projectile accelerates
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Fig. 6 Working of magnetic rail gun

Fig. 7 Probe is reaching the magnetic module (Artist’s concept)

Eccentricity = 0.1689

Right ascension (°) = 90
Inclination (degrees) = 24
Argument of perigee (degrees) = 0
True anomaly (degrees) = 0
Semi-major axis (km): = 8878
Period:

Seconds = 8324.99

Minutes = 138.75

Hours = 2.3125



Orbital Magnetic Interplanetary Launch System (OMILS) 93

7 Equation for the Magnetic Acceleration and Calculation

F=BIL

Here,
F = Force accelerating the payload,
B = Strength of Magnetic Field,

L = Length of the armature or the platform,

I = Current required.

For payload of 1 ton to accelerate up to 4 km/s*, we are assuming the length of
the platform is 500 m,

L=500 m,
F =ma= 1000 kg x 4000 m/s> = 4000 KN,

P
1= v (Here, P=Power, V =voltage).
The current will be depended on the power supply. Based on the power and

voltage, the current and magnetic field strength will vary.
For example, if the supplied power is 300 kW and voltage is 5 kV.

Izssﬂ:@amp

_ {4000 x 103

500 % 60 }=133.33Wb.

Fig. 8 Probe is accelerating (Artist’s concept)
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Fig. 9 OMILS providing first phase Av impulse to GTO

Magnetic shielding is necessary for the payload because of the possibility of
damage from strong magnetic field.

8 Conclusions

The paper suggests a noble way to save fuel used in normal heavy lift rockets and
an efficient way to boost spacecraft to interplanetary trajectories and geostationary
orbits (Fig. 9).

The Rendezvous mode [2] seems to be easier and safer than the Anchoring
mode and thus is more likely to be implemented and used.

The Anchoring technique is very much fuel efficient but it has to be precisely
launched so that its apoapse meets the module at the particular time interval as to
when it has to be anchored so as to avoid flying past it if it misses. But this method
presented on the paper will save time as well fuel since the probe doesn’t have to
achieve orbit as it will be already done by the module itself. The magnetic launch
module will accelerate the payload even further thus increasing the fuel efficiency
for deep space missions.
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Design and Analysis of Two-Axis Seeker
Stabilization System

Dommeti Rajesh, A.V. Praveen and Mallikarjuna Rao Pasumarthi

1 Introduction

Systems that work in airborne environments that rely on the resolution contributed
by optical sensors require a stabilization system to keep apart the line-of-sight
(LOS) from the operating conditions. For systems employing seekers, optical,
infrared sensor stabilization accuracy is of prime factor in maintaining sufficient
resolution to allow target identification and recognition at maximal ranges. The
process of system modeling that meticulously predicts stabilization performance,
which are important in both design tradeoffs and testing of the system [1, 2].

The basic concepts are convenient for achieving LOS stabilization are (i) mo-
mentum stabilization, which employs a twirl mass and (ii) rate stabilization which
utilizes inertial rate sensors. Previously, rate stabilized platforms have been
employed for speedy laser designator systems mounted in an aircraft, while ISP has
been used in tactical missiles. Currently, various sensors are being proposed for
tactical missiles with long standoff range fulfillment, hence greater LOS stabiliza-
tion performance. The relative performance potency is inherent in the two types of
systems and has not yet been rigorously treated. This subject is increasing impor-
tance due to principle application of LOS stabilization in missile seekers. At the
same time the cost/performance trade studies that must be performed to select
stabilization perceptions for a defined application [3, 4].
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This paper presents the development of the system models prerequisite to
evaluate the LOS stabilization performance. The models are presented in detail for
each concept to provide an understanding of the basic physical phenomena which
determines the LOS stabilization performance achievable with each concept. Since
the basic LOS stabilization models are developed in a linear fashion, the extension
to the nonlinear case is also included as a technique for determining system per-
formance. Also the conventional servo motor actuation is replaced by BLDC
actuator including the variation of geared and direct drive. To demonstrate the
validity of the models developed, a case study is presented covering both
momentum and rate stabilized systems which are verified by multi-body dynamics
(MBD) simulation results [5]. The primary contribution of this paper lies in the
model derivation and the detailed presentation of these models which provides
insight into the relationship of the system parameters with the techniques necessary
to predict LOS stabilization performance for both rate and momentum stabilized
platform.

2 Stabilization System Description

Generally, momentum and rate stabilization systems can be implemented with a
two degree of freedom gimbal platform which provides LOS stabilization about the
two axes orthogonal to the LOS. Momentum stabilization is accomplished through
the design of symmetrical structure and suitable drive. But in case of missile seeker,
the structure is mostly unbalanced type due to seeker mass and angle constraints.
A rate stabilized platform utilizes two rate gyros mounted on the inner gimbal with
their input axes orthogonal to stabilize the LOS in inertial space. The primary
control problem is not that of commanding the platform LOS, but rather that of
minimizing LOS motion induced by undesired torques. This paper is concerned
with deriving the models necessary to demonstrate the effect of the system
parameters on the degree of LOS isolation achieved [6].

The seeker actuation system is to meet the dynamic characteristics of an active
Radar seeker. It acts as an allay between the missile and the seeker dynamics. The
mechanical assembly incorporates to house the seeker, control electronics, and
feedback sensors. The PMBLDC servo system modeled to operate in two modes
viz. position mode and track mode. The seeker rotates individually in both azimuth
and pitch planes in any mode. The body disturbance rejection can be achieved by
the stabilization Loop, in-loop to track Loop. The innermost actuator loop which
physically imparts the rotation to the seeker actuation. It was same in position as
well as track mode. The block diagram of the actuation system describing all the
control loops is shown in Fig. 1. The system has a switching logic to change from
position mode to track Mode [7-9].
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Fig. 1 Block diagram of seeker control system

2.1 Position Mode

In this Mode, the initial orientation of the seeker is toward the target LOS. The
designation command is developed based on the ground radar information to search
the specified target. The seeker servo system responds to the high rate, orient
designation commands. Based on angle sensor feedback, the compensators are
tuned as per design requirements of position loop.

2.2 Track Mode

This mode is to track the target with respect to angle command. The LOS error is
measured by the radar applying the mono-pulse techniques. The servo system acts
to the angular error measured by the radar and activates the seeker in the direction
to negate the LOS error. The corrections in the angular error are being made the
LOS rate varies in account with the angular error correction rate. Servo system
makes accurate measurement of LOS rates in the track loop and provides position
feedback to homing and guidance system. The stabilization loop preserves the
spatial rigidity to seeker LOS. Stabilization loop consists of a rate gyro as the
feedback sensor, and the effective body rates compelling on seeker LOS will be
countered by the stabilization loop controllers in the presence of the track loop
constraints.

As the track loop consists of invariable delays the signal input to stabilization
loop and it will be proportional to the true LOS rate. The relationship between the
LOS rate (A) and LOS angular error (§) as follows
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At low frequencies, & is proportional to A and leads to the required rate command
to the stabilization loop. LOS rate input will be given to the missile guidance loop
as per the measured LOS rate. The true rotation rate feedback by the Rate Gyro will
have to correlated with the computed A. Ideally, both computed LOS rate and
Gyro LOS rate must be equal. Thus, the seeker rotates at the same rate to maintain
the track of target LOS.

2.3 Decoupling and Isolation Factors

The stabilization system should isolate the sensor LOS from base body rates caused
by the vibration and the maneuvering of the dynamic platform. Therefore, the
sensor will keep steering in the direction of the target and generate LOS tracking
path. In a working system, the essentiality of the decoupling ratio between the
sensor-mounted ISP and the body rates of ISP is determined by considering the
dynamics of ISP carrier such as an unmanned air vehicle or a missile

LOS rate
D li tor = ————— 2a
ecoupling factor Body rate (2a)
I
Isolation factor = Monopuse ervor (2b)
Body rate

In a system, the decoupling performance indicates to the stabilization charac-
teristics of the platform. For the stabilization loop of a two-axis gimbal sensor system
against the body rates of the ISP should be less than —40 dB atl Hz . This implies
that the designed stabilization loop can reduce below 100th part of the amplitude of
the sinusoidal body rates exerted on the sensor system by the ISP atl Hz [9].

2.4 BLDC Servo System

The overall control system is constructed utilizing two identical stabilization loops
as shown in Fig. 2 for the inner frame (elevation) and outer frame (azimuth)
gimbals. In Fig. 2, the equivalent gimbal inertia is taken into consideration for two
independent channels. This control system aims to isolate the stabilized seeker LOS
from the base body rates. So, the elevation gimbal’s angular velocities should be
zero,. i.e., the sensor optical axis must be preserved as non-rotating in the inertial
space despite torque pulsation from the external environment.

The control loops in the elevation and azimuth channels are mutual which
depends on each other by the cross-coupling unit by replacing the inertia as shown
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Fig. 2 Block diagram of BLDC servo system with stabilization and position loop

in Fig. 2, and it is built based on the relationships of the torques affected on the two
gimbal frames. The cross-coupling expresses the inertial properties of the gimbal
joint dynamics. It shows the fact that the azimuth gimbal frame can influence the
elevation gimbal frame in the absence of base body rates. In addition, there is a
similar impact on the part of the elevation gimbal on the azimuth gimbal. So, the
cross-coupled block is known as the mutual effect of one frame on another frame.
The BLDC actuation system provides smooth torque speed characteristics as well
as quick response to the position input. Also, these actuation systems occupy less
volume envelope and weight due to its high torque to weight ratio. For the both
channels, the actuation modeling is same, but equivalent parameters vary according
to their torque requirements.

3 Dynamic Mass Unbalance and Kinematic Couplings

The dynamic mass unbalance is the consequence of unsymmetrical mass dissem-
ination in physical design also called ‘product of inertia.” The dynamic unbalance
concept indicated by the inertia matrix elements about each fame axes,. i.e., if the
design gimbal frame is symmetrical with reference to its frame axes, then
the gimbal has no dynamic unbalance and its inertial matrix is a diagonal matrix.
If the gimbal is asymmetrical with reference to its frame axes, then the gimbal has
dynamic unbalance and it has an inertial matrix with non-diagonal elements. Also,
the gimbal frames congregation provides the connection between the base carrier
and sensor LOS.

To estimate the ISP dynamics, the mechanisms that couple the base body rates
and the LOS angular motion must be interpreted. Also the cross-coupling block is
the ultimate result of the kinematic relationships between the gimbal inertial
parameters and the base rates. With the help of Lagrange’s and Newton’s laws [2],
the cross-coupled equations are derived and implemented in MATLAB/Simulink
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Yaw_actustor

Fig. 3 a Internal clock diagram of cross-couple block. b MATLAB simulation diagram of the
system with body rates

environment as shown in Fig. 3. Hilkert and Hullender [10] model was used and
found to be adequate after several experiments. The spring restraint torque induced
by the cables and flexible tube is also considered.
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Fig. 4 a CAD model of the seeker. b Simscape MBD model corresponding to the CAD model

4 Multi-body Dynamic and Modeling

In the design methodology, CAD-multi-body dynamic (MBD) simulation in the
initial design phase of Prototype modeling. Commercial engineering simulation
software has adapted to changing user requirements by being more user-friendly
and interactive. Simulation using combination of CAD-dynamic simulation pack-
ages also enables the engineer to access the specific capabilities of different soft-
ware packages. Using the appropriate combination of design and analysis packages
reduces design cycle times and permits the analysis of complex mechanical sys-
tems. In addition, the design engineer and control engineer can work concurrently,
thus making the overall design process more efficient. The designed CAD model
with true dimensions is imported to Simscape environment as shown in Fig. 4 and
then model is subjected to rated conditions [5].

Actuation torque from BLDC motors is connected through the revolute joints
and the blocks. There is some saturation which is assigned with boundary condi-
tions. The connected model is simulated, and the results are observed in mechanics
explorer and scopes. Also, this simulation has provided with frequency domain
analysis same as earlier cases in the literature. The results show concurrency with
linear simulation results in cross-coupled design for the same set of values.

5 Simulation and Results

The simulation incorporates with existing system values with 650 gm seeker plate
and true dimensions. The simulation is done with pitch channel—42 W, 360
mNmts direct drive and yaw channel—50 W, 1300 mNmts direct drive considering
all nonlinearities. Also for the same gimbal dynamics, gear motors with 55 W, 45
mNmts, 7:1 gear pitch channel actuation and 99 W, 115 mNmts 9:1 gear yaw
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channel actuator motor are considered. The simulation results correlate with prac-
tical designed specifications.

5.1 Frequency Response

Figure 5 shows the frequency response of position loops of both channels with
respect body rates in order to indicate the Decoupling and Isolation factors at 1 Hz.
In Fig. 5a, b subplots shows the isolation factors —133 dB, —127 dB for pitch and
yaw channels respectively. In Fig. 5c, d subplots shows the decoupling factors
—155 dB, —149 dB for Pitch and yaw channels respectively, which are less than
—40 dB. The optimum PID parameters for rated conditions are tabulated in
Tables 1 and 2.

Figure 6 shows bode plot response of position, stabilization loop for both
channels, which has —3 dB frequency at 7.3, 35 Hz for pitch channel and 6,
27.7 Hz for yaw channel at rated conditions against 4, 25 Hz as rated practical
values. From the results, the elevation channel response is more active and the
bandwidth can be increased up to 35 Hz. The track loop frequency is designed to be
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Table 1 PID parameters and corresponding position bandwidths

105

Channel Position loop Position loop
Proportional Integral gain | Differential bandwidth (Hz)
gain (Kp) (Ki) gain (Kd)

Pitch 0.19818 46.468 —0.0044 8.5

channel 0.1550 32.4966 0.00015 8.3

Yaw 0.2918 47.4550 —0.00947 8.5

channel 0.29046 46.1092 —0.00966 113

Table 2 PI parameters and corresponding stabilization bandwidths

Channel Stabilization loop Stabilization loop bandwidth
Proportional gain Integral gain (Hz)
Kp) (Ki)
Pitch 51.6805 2003.885 18.3
channel 75.5944 2532.656 27.6
Yaw 74.49 144.08 21.1
channel 106.0969 279.0651 30
| 2
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Fig. 6 a Bode response for pitch channel position loop. b Bode response for pitch channel
stabilization loop. ¢ Bode plot for yaw channel position loop. d Bode plot of the yaw channel
stabilization loop
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Fig. 7 Shows the step response of pitch, yaw channels for step inputs of 2, 4, 8, and 20

1 Hz from the design specifications. For gear drives, the bandwidth is lower, but the
transient response characteristics are superior.

5.2 Time Response (Body Rate Variation on Step Response)

The unbalanced cross-coupled model is tested with different amplitude step att = 0
at both elevation and yaw channels, considering the base angular velocity of 2 Hz
sine wave with amplitudes of 2 each at i, j, k—axes, respectively, (30, 30, 60 in the
second case). The PI parameters are

Kp[_posmon(s) = 53.622 + ]6398/S,

Kpr stabie(s) = 4.683 + 239.601/s for elevation channel and
KPI_positinn(s) = 36.712 + 1176/5,

Kp; siapie(s) = 3.171 + 203.712/s for yaw channel actuator.

In Fig. 7, the approximate rise time and settling times are shown in data points.
It can be observed that the rise time is almost same for all responses, but the small
variation in settling time is observed, which is proportionate to magnitude of step
signal. Also, there is considerable error in the output in case of step input with a
magnitude of 20, i.e., the error is proportion to the amplitude of the input signal. In
the second case, the body rates are increased to 30, 30, 60, and the corresponding
outputs observed that the effect of base rate change is 0.10 at lower amplitude
which are in permissible limits.

6 Conclusion

The net torque required for gimbal system is governed by the unbalanced mass to
compensate the asymmetric nature which caters the actuator power requirements.
Also the torque generated by the actuation system is used to track the target with
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required slew rates. The main objective of the actuation system for seeker system
stabilization should be quick in response with high precision and resolution control.
So application comes with low torque and highly accurate speed and position
resolution. Geared drive is the most feasible solution to achieve fast response with
improved transient and steady state response. Also, the geared drives are more
compact with less weight and reduce the structural requirements. Hence, the sup-
porting structure will be of less weight, which leads to low mass budget requiring
less torque. It is observed that multi-body dynamic simulation gives the optimum
feasible solution considering the all possible nonlinear dynamics of the actuation
motor, gear system, and gimbal.
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UAY Advancement: From Increasing
Endurance, Route Re-Plan and Collision
Avoidance, to Safe Landing in Critical
Conditions

Kalpesh Garvit Pandya and Kevin Nesamani

1 Introduction

It has been very well known that UAVs have got many functionalities now, in
comparison with the very first model, and these functionalities were or are being
updated just because of the inability to achieve something. We just had a simple
model of a fixed wing UAV, which then got a new size, shape, materials, etc., to
overcome the drawbacks occurring in the previous version. After its success, it was
analyzed that something can be added to it in terms of the payload, which in turn
gave an idea of adding certain payloads like weapons, camera for surveillance,
goods package. But, the next time, surveillance raised a question that, how to
surveil from a single location in air? The answer to the question came as multi-
copter vehicle, with hovering capacity which was/is an inability of fixed wing
vehicle. So, in the same way, even today, some or the other drawback overcomes
with the wise implementation and usage of advanced technologies. Here, we too are
using some new techniques and technologies to get the solution of some chal-
lenging inabilities of drone and the system used in it.

The performance of any vehicle, while testing, is one of the most important
factors to watch. This performance is based on range, endurance, altitude, attitude
control, vertical take-off and landing (VTOL), battery life, and other autonomous
functionalities. The major problem we are facing in the field of UAVs is battery life.
A UAV requires higher mAh battery, but that increases the weight, which in
turn can destabilize the UAV. So, the solution needed to be found, in this matter,
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can be something like providing a battery of another type or something that can
charge up the UAV on the way. This change in battery is not going to solve our
problem as the only better option that remains with us is hydrogen fuel cell. So, we
have only the latter option, charging facility, because we require higher endurance
to fly up to the duration what an operator or an owner wants their vehicle to fly. The
application of an UAV cannot be in the time limitation of an hour or two that too
including the completion of the task assigned and coming back. In this regard, what
we can do is, add a charging facility for the UAV battery, in the path itself.

In addition to the endurance, another major issue we found was, attitude control
and an autonomous function, at the time of any obstacle on the path. So, we are
adding a new sort of technique—on path obstacle avoidance system. The real
problem occurs when the obstacle is avoided but what if something else happens?
For instance, the drone comes across another obstacle immediately after avoiding the
previous one. This problem can be solved with the new technique of collision
avoidance. Moreover, route re-plan is the step which is an important one to
accomplish the mission assigned to any UAV.

In spite of all these above implementation to aggrade the UAV performance level, it
is necessary to take care of the UAV physically. The important factis, an UAV can lose
connectivity at any point of time, under any circumstances, and this will resultin UAV
falling from a certain altitude to the ground, thereby ending up breaking the vehicle.
Hence, we are also adding a feature for its safe landing under critical conditions.

2 Lithium—Polymer Battery

It is very common that larger the battery, longer the flight time will be. But, there is
a limitation too. With the increase in the size of the battery, the increase in flight
time is not proportional. In other words, after some level of battery capacity, the
flight time gets constant and does not make any difference with higher capacity
battery. There are certain numbers which corresponds to the battery’s specification
like 2200 mAh is the capacity of the battery, 20-30 c is its discharge rate, and S5v
will be its voltage (Fig. 1).

Flight Time

Battery Capacity

Fig. 1 Sample Lithium-Polymer battery and its efficiency graph. (Source www.oscarliang.com)
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In the selection of the battery, we have got a pool of higher mAh batteries like
5000 mAh, 10,000 mAh, or even 12,000 mAh. But, it becomes ineffective for
higher flight time due to its heavy weight and the bigger physical size. The table
below gives an idea about how to select the battery from the pool of choices, based
on the capacity. The below given table is an example of how a mathematical model
can be built to estimate the flight time.

2.1 Calculation

In a battery, if we know the mAbh, i.e., is the capacity of the battery (C) and the
current drawn in ampere (I), we can find out the time duration of the battery or flight
time (T).

T =C/1

Also, the weight of the battery will affect its efficiency. So, the battery efficiency
needs to be calculated with respect to its weight. The calculation done by a source
with other parameters is shown in Tables 1 and 2.

Table 1 Sample table of batteries available with several mAh capacities (Source www.oscarliang.
com)

Turnigy Nano 4S Battery (25C-50C)

Capacity (mAh) Weight (g) Cap vs weight Price ($) Cap vs price
1600 181 8.84 15.39 103.96
1800 207 8.70 17.25 104.35
2200 239 9.21 21.13 104.12
2650 275 9.64 30.25 87.60
3000 299 10.03 37.36 80.30
3300 337 9.79 40.97 80.55
4000 433 9.24 38.31 104.41
4500 467 9.64 46.27 97.26
5000 523 9.56 56.33 88.76
6000 623 9.63 68.78 87.23
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Table 2 Sample table of the data collected after increasing the load step by step (Source www.
oscarliang.com)

Tricopter hover time test against weight

Standard setup with all equipments and same 2200 mAh battery
Total initial weight: 1193 + 239

Round |Load Time Time Actual capacity used Hover mAh/second
() (s) (mAh) throttle
1 0 08:14 | 494 1922 63 3.89
2 110 07:18 | 438 1900 68 4.34
3 220 06:13 | 373 1878 70 5.03
4 340 05:55 | 355 1908 73 5.37
5 405 05:20 |320 1900 79 5.94
6 515 N/A N/A N/A 85+ N/A

3 On Path Charging Facility

This is one of the most important phases of this paper. Currently, what is going on
in the field of UAV is flying, changing the battery, flying, etc. The new technology
advancement can be done to the problem of changing the battery again and again.
And, what if the drone is half the way of accomplishing the mission? It can neither
go further and finish the work nor come back. So, what we have come up with this
is a charging dock [1]. This charging dock will be placed on several distances on
buildings. The passer by drones will be able to identify that in the nearby region
charging dock is available. After the signal of detecting the charging dock, it will
check its battery level. If it is 40% or below, it will go to the dock, get it charged,
and will take-off again to continue its mission. If not, it will continue flying. Here,
we can set the cutoff percentage level according to our requirement and the distance
between two consecutive charging docks can be preprogrammed into the vehicles,
so that it can check that after how much distance the next dock is, when it is
checking its battery percentage level near a dock (Figs. 2 and 3).

Stages: -
Stage 1 Drone lands on the charging platform
Stage 2 Drone wireless charging and monitoring (2.4G Wi-Fi communication)
(1]
e Stage 3 Drone take-off.

Many companies are coming with their new techniques in charging pads as an
option for increasing endurance which can be used until we get the hydrogen fuel
cells regular for use.
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SKYSENSE CHARGING PAD

y autonomous

Fig. 3 Skysense charging pad connections. (Source www.erlerobotics.com)

4 Collision Avoidance System

For implementing a highly intelligent UAV, there should be a system which pro-
vides safety to humans as well as to the UAV itself. For this, there is a provision of
collision avoidance in our proposed system. The UAV is assigned a particular path
which has to be followed by it to reach the destination. However, in this pre-defined
path, set by the user, there may be some obstacles which may be temporary or
permanent such as birds and trees. The UAV which is fully autonomous should be
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able to detect these obstacles and avoid them by using sensors and an algorithm.
The most widely used sensor for this application is the ultrasonic sensor which
provides high reliability, accuracy, range and is also cost-effective. For a quad-
copter, it is necessary to monitor the whole 360° area around the UAV; hence, four
of these sensors are to be used for this application which would suffice our need.
There are several works focused on navigation and obstacle avoidance procedures
for helicopters. Some of the pioneers in autonomous navigation for helicopters
worked at NASA Ames Research Center. In 1980 and 1990 decades, they have
published a series of papers highlighting some techniques developed for automatic
nap-of-the-earth flights such as computer vision, integration of active and passive
sensors, design of control strategies tested in 3D computer simulations. In the
beginning, the authors developed 2D models of the environment, and later on they
extended the path search techniques to 3D in order to obtain a low-altitude guidance
system for military helicopters [2].

Out of some important options like ultrasonic detectors, LIDAR, Laser detector,
etc., we have here chosen ultrasonic sensors because of its higher predictability. The
ultrasonic sensors are used to avoid the obstacles with real-time information. This
kind of sensor, by default, is very sensible to objects whose position is out of the
line of vision [3]. Our goal is to prevent collision, where we don’t know the exact
position and the speed of the quadrotor, the obstacle itself is the reference point for
evasive closed-loop maneuvers. In such a case, it is more advantageous that the
ultrasound sensors are able to detect obstacles from a long range of distance and
with accuracy than that it has a large field of vision, so that the collision can be
precisely avoided. An important aspect considering the use of the ultrasonic sensors
refers to its position in the structure of the quadrotor. The propellers of the
quadrotor should not interfere with the sensor, this may cause error readings, and
the system will malfunction, for this proper measure has to be taken to limit the
sensor range so as to focus only in the straight path. For detection of moving
objects, we are using a cross-check method which will verify whether the
encountered obstacle is a stationary object or a moving object. This is done by
monitoring the obstacle for two times in a fixed interval of time. If the system
detects an obstacle which is in the path of the UAV, it won’t change its path right
away, but wait for the sensor to detect the obstacle for the second time after a
certain time. If the same obstacle is observed for the second time, then the path of
the UAV will be changed depending on the algorithm, whereas if the obstacle is not
detected on the second instance, it will consider the obstacle as a moving object and
continue on its same path. This will avoid false detection of objects which will
prove to be an advantage as the UAV would not have to reroute unnecessarily
(Figs. 4, 5 and 6) [4, 5].
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Fig. 4 Position of sensors and direction of propagation [6]

Fig. 5 Ultrasonic sensor [7]

Noobstacle detected
PILOT , opsTacLe | "HEsmvedm .
INPUT DETECTION
COLLISION AVOIDANCE CONTROLLER (CAC) FLIGHT
CONTROLLER
detected Xa] ’;;e] ‘Pnr] (ATTITUDE
[;:] m; [y,, 2 0y CONTROL)
radias POSITION VELOCITY PIWM A
CONTROL [~*| CONTROL [~ CONVERTER *
M il
SENSORS | | SENSOR [}9 v
DATA FUSION

Fig. 6 Block Diagram of Collision Avoidance [8]

5 UAYV with Autonomous Level 4

Autonomous system is one of the systems which describes the difference between a

drone and a UAV. A drone can be semi-autonomous or mostly a remotely piloted

vehicle (RPV) be called an UAV, until and unless it can fly without RC or with an
i ] evels of UAVs are shown in Table 3.
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Table 3 Sheridan’s scale of degrees of automation [9]

Level Description

High 10. The computer decides everything, acts autonomously, ignores the human

9. The computer informs the human, if it wishes to

8. If asked, computer informs the human

7. The computer executes automatically, then informs the human necessarily

6. The computer allows the human a limited time period to veto before it executes
automatically

5. The computer executes the suggestion if approved by the human

4. The computer suggests only one alternative

3. The computer narrows the selection down to a few

2. The computer offers a complete set of decision or action alternatives

Low 1. The computer offers no assistance; all the decisions and actions must have to be

taken by the human

Table 3 describes the work sharing between the human and the computer. Also,

it shows the capability of the computer to control a flight automatically without any
input from the human. That is the beauty of this technology. The levels are
described here, below, from 1 to 10. [9]

Level 1 Remotely piloted vehicle. Here, the 100% input is required from the
human.

Levels 2, 3 High level of human input is required in this level. It can be operated
in simple environmental condition. Example—Predator, Global Hawk, etc., are
being operated using ground control stations.

Level 4 Onboard route re-plan. It has the capability to change its path when
needed and come back to its original flying path, without the interference or
input from the human.

Levels 5, 6, 7 Group coordination, tactical re-plan, and goal. These all requires
medium level of human input. All of these can work in the moderate environ-
ment and can operate multifunction missions.

Levels 8, 9 Distributed controls and group strategic goals. Low-level human
input is enough for this level. Moreover, a big mission can be achieved with the
help of group planning on air, without the input from the human.

Level 10 Fully autonomous. This is an extremely high-level operation, where
the computer will not take input from the human. It has no environmental
limitation and can be used in any kind of missions [9].

It has been seen that almost up to level 3 we have reached easily. Yes, even up to

level 9 some research is being done, but considering the regular flying purpose, we
are near to the level 4. So, we are including the level 4 of autonomous system in
which the UAV will change the route accordingly, when needed. As, we are using
on path charging facility and the collision avoidance, route re-planning becomes a
necessary part to be carried out. Because it will change its path to avoid collision or
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Autonomous Control Levels
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Fig. 7 Autonomous control levels [10]

for charging itself, it has to come back to its original mission path to accomplish the
mission. The same follows in the charging operation (Fig. 7).
The characteristics of the vehicle will be:

1. The autopilot onboard the drone is to be designed in such a way that it can
autonomously fly from one location to another.

2. The drone have take-off, landing, and collision avoidance methods implemented
on board [11].

This function is not so easy to perform, but the on board should be that efficient
that it can perform the route re-plan functionality [12].

6 Failsafe Parachute Landing

We have vehicles in the market which has got a very high-quality materials that
does not seem to break if fell on the ground due to some failure. But, we cannot be
dependent on that. So, in case of a malfunction in the system such as motor failure,
sensor failure, or the most common battery failure, the UAV has no control over
itself and can cause disastrous results, when it crashes. The scenario that we are
describing here is when the craft has a problem, and it is difficult to land or there
isn’t much time to land safely on your own. To avoid crash landings, quadcopters
can be equipped with parachutes. The flight controller has an option of adding a
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Fig. 8 Sample of parachute
on a multicopter vehicle.
(Source www.books.google.
co.in)

parachute. The hardware mechanism of a parachute must be connected via servo
wire to the flight controller, and the trigger must be configured through the soft-
ware. The software is made in such a way that when such a malfunction is detected
by the controller, it will trigger a parachute which will deploy immediately and
ensure safe landing, and later the location where the UAV has landed can be found
out and recovered back. This safety measure can help in reducing the cost incurred
in case of a damage to the system.

If we look at the principle for attaching the parachute, it is found to be simple.
The folded parachute is inserted in a tube. On the top of the tube, a lid is there
which is kept closed by the servo. From the bottom of the tube, a big spring pushes
the parachute upside. So, the moment servo opens up the lid and the parachute will
open up [13] (Fig. 8).

6.1 Calculation

The surface area required for a parachute depends on the weight of the vehicle and
the required descending speed.

Diameter = (70*y/m)/V

where m is mass of the vehicle in grams and V is the velocity in km/h.
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According to the current availability in the market, a parachute with the capacity
of handling 4.5 kg weight weighs 310 grams (approximately). Weight is quite a
serious factor to be concerned about. For that purpose, the lightest material can be
used which is graphene aerogel. It has got a very high strength while being the
lightest material. This can be the game changer for our safe landing purpose during
emergencies [13].

By selecting the right parachute, it will be easier to avoid the crashes that take
place with the failure of the vehicle due to any reason.

7 Conclusion

The presented techniques and technologies in this paper are those with which we can
overcome the drawbacks that are occurring in some UAV functionalities. The con-
cepts for high endurance and low failure of UAVs focused in this research will play a
significant role in real-time application. The reason behind adding all the important
features is to increase its capability in long duration flight without facing any problem
on path and with which an assigned mission can easily be accomplished.
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High Angle of Attack Analysis
of Cascade Fin in Subsonic Flow

Manish Tripathi, M.S. Mahesh and Ajay Misra

1 Introduction

While designing control devices for missiles, the designer needs to optimize param-
eters such as aerodynamic efficiency, weight, actuator requirement, and stowability.
At high angles of attack, fin stall poses an additional challenge towards creating an
optimized design. Introduced in 1980s by the Russians [2, 18], grid or lattice fins are
a relatively new aero-mechanical technology used for tail controlled missiles. These
have been used as control and stability devices in many Soviet and American-borne
missiles and bombs for steering and stability. They have been utilized as drag brakes
on the SOYUZ TM-22 spacecraft. Recently, these fins were used by the Falcon 9
Reusable Launch Vehicle developed by SpaceX (USA) [16] for manoeuvring in the
final stage of re-entry.

A grid fin (also known as lattice control surface) is an unconventional lifting [13]
and control surface that consists of an outer frame supporting an inner grid of inter-
secting planar surfaces of small chord. Unlike conventional fins, they are aligned
normal to the airflow allowing air to pass through. Their honeycomb structure pro-
vides high strength-to-weight ratio, thereby allowing them to be made thinner, reduc-
ing weight and cost of materials. Their small chord results in low hinge moments,
thereby mitigating the requirements for control actuators, leading to further reduc-
tion in weight. They also provide enhanced aerodynamic control at high angles of
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Fig. 1 Front and side view of a missile having grid fins with cross and horizontal members [9]

attack and wide Mach number ranges [4]. In fact, due to their high stall angles com-
pared to conventional planar fins, grid fins do not show a sharp break in lift even up
to angles of attack as high as 50°. However, the biggest disadvantage related to these
fins is the enhanced drag force leading to numerous world wide studies to reduce it
in order to increase efficiency [10].

One of the measures to increase the aerodynamic efficiency was given by Misra
et al. [7-9] who proposed a new category of grid fin termed as the cascade fins. A
cascade fin has planar members placed parallel to each other at an optimized gap-
to-chord (g/c) ratio [8]. Unlike grid fins, these lack cross members. This results in
reduced drag. Theoretical study [2, 5] and experimental observations [10, 11] point
to an enhanced lift at higher angles and deviation from the conventional stall of a flat
plate making them a viable candidate for highly manoeuvrable vehicles. Some of the
parameters effecting the aerodynamic efficiency are g/c, number of planar members,
the presence of end plates, and the cross-sectional shape of the planar members [9]
(Fig. 1).

Present research aims at obtaining optimized geometry specifications for maxi-
mum aerodynamic efficiency, reducing drag and retaining the lifting characteristics.
This was done by carrying out a sequence of CFD simulations for cascade fins at
low subsonic speed for varying angles of attack using different gap-to-chord (g/c)
ratios between fin planar members and the results were compared against a single flat
plate. Further, results were validated against experimental results obtained from the
National Wind Tunnel Facility [8] available in the Department of Aerospace Engi-
neering at the Indian Institute of Technology, Kanpur. Consequently, to get insight
into the physics of the flow leading to stall delay, flow visualization of the pressure
coefficient (Cp) and velocity contours will be used.

2 Computational Approach

2.1 Geometry and Flow Parameters

Our cascade fin consists of three flat plates (planar members) placed parallel to each
other bounded by two vertical end plates as shown in Fig. 2b. The plates have a span
(b) of 0.2 m and chord length (c) of 0.1 m, thus an aspect ratio of 2. Thickness (t) of
the plate is 0.0025 m, and gap-to-chord ratio (g/c) of plate is 0.4, 0.5, 0.6 and 0.7,
thus giving it a gap (g) of 0.04, 0.05, 0.06 and 0.07 m between the plates. The flat
plate geometry specifications are the same as the plates of the cascade configuration
as shown in Fig. 2a.
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Fig. 3 Computational hybrid mesh

Computational domain was a cylinder of variable radius. The radius was adjusted

so that the frontal area of the cascade to domain cross-sectional area remains less
than 5%. The domain was aligned with the free stream at different angles of attack
to assist in getting accurate results (Fig. 3c). Domain length was taken to be 0.5 m
upstream and 2.0 m downstream in order to capture the flow variations behind the
fin accurately.
The flow conditions are taken to be standard ambient conditions, i.e. pressure
101325 Pa and temperature 288 K. The flow is maintained at 40 m/s, i.e. at Mach
0.1176, with Reynolds Number of 2.855 x 10° and varying angles of attack from
0° to 50° in steps of 5°, and an additional 53°. Free-stream turbulence was taken as
0.08% as per the specification given for the wind tunnel in the literature [14]. The
turbulence length scale was taken as 0.1778 based on the hydraulic diameter of the
wind tunnel. The reference length was taken as chord length (0.1 m) and reference
area as the area of a single plate (0.02 m?).

2.2 Solution Methodology

Numerical analysis (as shown in subsequent sections) was done using 3D Navier—
Stokes equation coupled with a turbulence model to cater for the turbulent flow field.
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Solution was obtained using commercial CFD++ solver [3]. The governing equa-
tions were solved in this software using the finite volume method. Implicit, pressure-
based solver was adopted for the incompressible low-speed flow numerical investiga-
tion. The flow variables were discretized using the second-order spatial discretization
scheme. In order to capture the flow separation, rotational flow and adverse pressure
gradient conditions due to high a, we used the RANS based one equation Spalart—
Allmaras (SA) turbulence model [17]. This model was selected as it is relatively sim-
ple (involving one transport equation for eddy viscosity) and has a specific design
for aerospace applications involving wall-bounded flows. These have been found to
produce good results for low Reynolds number [1] using mesh configuration with
the wall y* < 5, resolving the viscous sublayer. This model produces numerically
stable solutions and has been found to be more robust than the Menter SST model
[6]. In order to reduce the calculation time, the domain is decomposed into multiple
parts (8). Calculations were performed on each individual part in separate core, and
MPI (Message Passing Index) method was used to exchange data between the cores.

2.3 Computational Mesh and Boundary Conditions

Mesh was created using MIME mesher [12] software. The mesh was divided into
two regions one encompassing the other (Fig. 3a). The inner region was closer to the
fin geometry with a relatively denser mesh. The mesh was a hybrid mesh consisting
of tetrahedral cells away from the body and prismatic layers in close proximity to the
fin walls. The mesh was further refined closer to the walls of the fins to efficiently
capture the variation in the flow parameters in the boundary layer of the fins. The
mesh took care of the sharp turns of the fin corners and edges by using the sharp-
turn blending feature of MIME which creates degenerate prismatic elements that are
projected from edges or vertices to more effectively mesh the areas of high geometric
curvature (Fig. 3b). Mesh for the cascade fin consists of 1.7 million cells consisting
of 1.1 million tetrahedrals, 0.6 million triangular prisms and 8000 pyramids. For
the single flat plate, mesh consisted of 0.8 million cells divided into 0.56 million
tetrahedrals, 0.18 million triangular prisms and 27 thousand hexahedrals. Mesh close
to the walls was refined using prismatic layers such that the value of y* remained
less than 5 to capture the flow gradients in the turbulent viscous sublayer.

Characteristic-based inflow/outflow boundary conditions at the farfield, inlet and
outlet boundaries utilize the supplied data in Riemann solvers to determine the local
Mach number and flow direction. This is very helpful when the boundaries of the
free stream are close to the geometry. The walls have been assigned the adiabatic
no-slip boundary condition. The solver uses solve to wall methodology to capture
flow variations inside the turbulent boundary layer of the fins.
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3 Results and Discussions

3.1 Validation of CFD Results

In order to achieve optimum mesh density for accurate results, calculations were
performed for two different mesh configurations using wall y* as a guidance to select
the appropriate mesh configuration close to the wall by comparing C; results for fine
and coarse mesh with experimental data. y* is a non-dimensional distance [1, 15],
used in turbulent flow simulations to delineate how fine or coarse the mesh is close
to the walls. y* for the two mesh case configurations were taken as y* ~ 20 (coarse
mesh) and y* ~ 5 (fine mesh). The coarse mesh was resolved up to the buffer layer,
and the fine mesh resolved the mesh up to viscous sublayer of the turbulent boundary
layer. As shown in Fig. 4, the CFD results show an appreciable increase in accuracy
for fine mesh. The difference between the simulated and experimental results became
less than 10% compared to the coarse mesh where it was found to be 18%. This
improvement in results can be attributed to the fact that the Spalart—Allmaras model
has been designed to be valid throughout the boundary layer, thus requiring fine
mesh resolution close to the walls. Thus, our analysis produces accurate results for
the fine mesh configuration.

To validate the present solution methodology, the calculated lift and drag coeffi-
cients (C,, Cp) for flat plate (FP) and 3 planar member cascade with g/c 0.5 3MC
g/c 0.5) were compared with experimental data as given by Misra in [7, 8]. Relative
error for C; was found using:

_ C(si) — Cy(ex)

Error = x 100. (D)

max(C;(ex))

where C; (si) = simulated C;, C, (ex) = experimental C; and max(C, (ex)) = maxi-
mum value of experimental C;. Similar formula was used for calculating C;, sim-
ulation error by replacing all the C; terms with the corresponding C;, values. The
numerical results were found to be in close agreement with the experimental data as
shown in Fig. 5. The error is found to be less than 11% for C;, less than 7% for C;, for
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Fig. 5 Validation of simulation results

cascade fins case and less than 15% (C, and C},) for FP, indicating that the numerical
methodology adopted is accurate enough to capture flow physics related to cascade
fins at low subsonic speeds within the particular angle of attack («) range. Absolute
error for FP is less comparatively, yet due to the low values of experimental C; and
Cp, its percentage error is high.

As shown in Fig. 5a, as « increases, C; increases linearly up to 20°. After this,
the C, increases nonlinearly due to the production of vortices and eddies. Further,
beyond 30°, lift starts reducing slowly. However, this reduction does not exhibit the
conventional abrupt reduction in C; . Thus, fins are able to provide reasonable lifting
force up to @ = 53°, making them suitable candidates as control surfaces on highly
manoeuvrable missiles. Albeit, Fig. 5c clearly emphasizes that the increased number
of planar members leads to an increase in drag. This further increases as a increases.
This can be reduced by virtue of geometric alterations such as cross section, thickness
which will be dealt in future research.

3.2 Comparison of Aerodynamic Coelfficients of 3 Planar
Member Cascade of Different g [c Versus Flat Plate

The three most important aerodynamic parameters while investigating the perfor-
mance of any control device are C;, Cj, and C, /C), values. Figure 6 shows variation
of these aerodynamic parameters for a cascade fin of three parallel plates placed at
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Fig. 6 Aerodynamic performance comparison of cascade fins of different g/c with flat plate

a variable g/c(gap-to-chord) ratio of 0.4, 0.5, 0.6 and 0.7. The values for flat plate
inclined at different angles of attack are also provided for reference. As pressure on
lower and upper surfaces for all the three plates is same at @ = 0°, no lift is generated
and hence lift coefficient is zero. It can be noted that lift (Fig. 6a) is always higher
than planar fin for all angles. As a increases, lift coefficient increases linearly, but
unlike conventional fins, it lacks a sudden drop in lift even until 30°. Interestingly
even beyond this high angle of attack, the lift coefficient does not reduce abruptly,
again displaying deviation from the conventional stall characteristic of planar fins
and thus enhanced lift at high angles of attack is produced, making them suitable for
highly manoeuvrable vehicles. It is noteworthy that as g/c ratio between the plates
increases, C; also increases, apparently due to the reduction in interference between
lower and upper plate flow parameters (explained later). The stall angle increases as
the g/c ratio reduces owing to the fact that flow between the members get energized
due to the cascade effect, leading to delay in flow separation. Moreover, the presence
of end plates leads to flow being restrained, and this further contributes to increased
lift.

Although due to the presence of end plates and sharp edges, drag of cascade fin is
found to be higher than the flat plate for all cases as shown in Fig. 6b. Moreover, as
g/c increases, drag increases (maximum for g/c 0.7). This can be due to the increase
in pressure drag attributed to increased flow separation as plates move apart. Skin
friction drag also increases due to the increase in end plate size.
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The ratio of C; and Cj, is an indication of the aerodynamic efficiency of the con-
trol surface. Greater the C, /C,, ratio, better is the aerodynamic performance. As
shown in Fig. 6¢, the aerodynamic efficiency effectively remains the same with no
significant changes for all configurations. Though, at lower angles due to lower drag,
flat plate gives better efficiency. Yet, increase in lift due to the cascade configuration
was earlier observed in Fig. 6a, thereby making them a befitting candidate for a con-
trol surface on ammunition and missiles.

Flow-field visualization across the cascade fins in comparison with the flat plate
was carried out using the C,(coefficient of pressure) and velocity contour (U) distri-
bution plots.

3.3 Pressure Contours at Different a (10°, 30°)—Cascade
Fin Versus Flat Plate

Cp contours over the upper and lower surfaces of three plates of cascade fins for
different g/c and flat plate are given in Table 1 followed by an enlarged view for 3

Table1 Cp, Contour
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Table 2 Enlarged view of C, Contour for « = 30°, g/c = 0.5
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member cascade of g/c 0.5 at @ = 30°. These results tend to indicate a stark differ-
ence in pressure difference between upper and lower surfaces in middle and bottom
plates as compared to the upper surface of top plate and lower surface of the lowest
plate, respectively. High pressure of the lower surface partially neutralizes the low
pressure created on the upper surface of the plate below as seen by the increased
Cp value on the upper surfaces (Fig.2) of 2nd and 3rd plates. Thus, as plates are
brought closer, this effect increases and ultimately leads to reduced lift as shown
in Fig. 6a. Although, due to constrained geometry of cell, flow gets energized and
adverse pressure gradient reduces as shown in Table 1 for g/c 0.4 at 30°, as is evi-
dent by the reduced value of C,, for the upper surface of second plate (Table 2). This
leads to attached flow and delayed stall as evident by the increase in « for which
C; starts reducing for g/c 0.4 in Fig. 6a. This effect becomes more prominent as «
increases.

3.4 Velocity Contours at Different Angles of Attack (10°, 15°,
40°)—Cascade Fin Versus Flat Plate

Table 3 shows cross-sectional view of the cascade fin and flat plate of velocity dis-
tribution across the geometry at various angles, followed up by an enlarged view of
3 member cascade at g/c 0.5 and a = 30°. As seen for 0°, flow remains the same
for all plates. But as « increases, flow between the plates becomes more energized,
which further leads to a reduction in flow separation region (Fig. 7). Also as g/c
reduces, this effect increases, leading to further reduction in flow separation. This
leads to increased stall angle as discussed earlier. These results suggest that decision
on selection of a particular g/c ratio must be done based on optimizing the amount
of lift required (for control effectiveness) and flow separation control at high angles.
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Table 3 Velocity contours of FP versus cascade fin at different a and g/c

glc [} 15 30

0.6

Fig.7 Velocity vector @ = 30°,g/c = 0.5

4 Conclusions

Numerical results using CFD analysis have been calculated for cascade of three par-
allel plates placed at different g/c ratios and compared with a single flat plate result.
The results were further validated with experimental data. Some of the major con-
clusions are as follows:

1. Lift coefficient of cascade fins was found to be more than that of the flat plate
with same aerodynamic efficiency, even at high angles of attack, making them
suitable candidates for manoeuvring missiles at high angle of attack.

2. Cascade effect leads to interaction between the pressure variation of the lower sur-
face of upper plate and upper surface of corresponding lower plate, thus reducing
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the effective lift. Thus, bringing the fin planar members too close is detrimental
to its aerodynamic performance.

As plates are brought closer, the flow gains more and more kinetic energy causing
reduced flow separation region. Thus, this increases the aerodynamic control at
high angles of attack. Thus, geometry needs to be optimized keeping in mind the
desired overall lift and stall delay.

Drag is an important parameter for these fins which requires further investigation.
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CFD Investigation of Supersonic Free Jet
from a CD Nozzle

S. Sathish Kumar and C. Muthuraj

1 Introduction

Knowledge of jet mixing aerodynamics is vital to several areas of commercial and
military aircraft design, such as jet propulsion efficiency, propulsion integration,
aero-acoustics and jet interference with aircraft structure. Once jet flow leaves the
nozzle, it becomes a free shear layer, and action of turbulence dominates flow
developments farther downstream. Therefore, jet flow contains large interactions
with surrounding medium. These combinations include turbulent mixing and
compressibility effects such as isentropic expansion and shock, and as such jet flow
properties are difficult to measure or predict analytically.

Further, shocks formed near the nozzle exit may reflect repeatedly at the sonic
line in the shear layer. Although the convicted turbulence interacts with shocks in
the jet, the position of the reflected shock depends on the location of the sonic line
in the turbulent shear layer. Such interdependence of flow interactions can become
very complex.

In this paper, work has been carried to investigate supersonic jet flow field
mixing with surrounding medium using commercially available software FLUENT
12.1 v. Further study has been carried on a selection of turbulence model for
accurate prediction of supersonic jet flow field as it mixing with surrounding
medium.
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Pressure Outlet
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Fig. 1 Computational domain

2 Numerical Method

For CFD analysis, we consider 2D nozzle geometry details from NASA/TM—
2004-212391. Coordinates of the nozzle geometry details are available in the test
report [1]. Exit diameter of the nozzle is 1.0 inch at which the flow leaves from the
nozzle. Figure 1 shows 2D flow domain used for the CFD analysis.

2D flow geometry was modelled assuming the axisymmetric condition. The
computation domain was shown in Fig. 1 and was approximately 300D down-
stream of the nozzle exit, and the top plane was about 30D. The boundary condition
for the nozzle inlet was set to pressure inlet with a prescribed total pressure, static
pressure and total temperature. The turbulence intensity and length scale at the
nozzle inlet kept default values. The far-field upstream and outlet boundary were set
as pressure outlet with a prescribed ambient boundary condition provided in the
report NASA/TM—2004-212391 [1].

3 Mesh

Meshing is accomplished in ICEM CFD, Version 12.0-1 Ref. [12]. ICEM CFD is a
ANSYS tool used for modelling and meshing geometries. The reason for this tool
selection is because of its easiness and powerful, unstructured grid generation
technique for non-turbo machinery components. It has the unique capability to
generate unstructured mesh with good quality. Figures 2 and 3 show computational

Mesh2 Mesh1

1.5D

0.5D

Fig. 2 Computational mesh



CFD Investigation of Supersonic Free Jet ... 135

Mesh3 Mesh2 _ Mesh4

Fig. 3 Mesh sensitivity

mesh and sensitivity mesh, respectively. Details of these meshes will be discussed
in Results and Discussion in detail.

4 Boundary Conditions

Mach number at the inlet of the nozzle is approximately 1.4, and the inlet flow is
assumed to be axial. Total pressure, total temperature, and static pressure were
312.7 KPa, 300K, and 98.24 KPa respectively at the nozzle inlets. Slip conditions
applied to the wall. Static pressure of 98.93 kPa was set at outlet boundary
condition.

5 Results and Discussion

5.1 Importance of Mesh Height

For an accurate prediction of the flow field, sufficient grid density must be provided
in the mixing region. The grid is divided into two domains: a high-grid density
inner domain and near the jet flow, and an outer domain with reduced grid density
to cover the free-stream domain away from the jet flow. Unstructured grid has been
used in both inner domain and outer domain to accumulate a wide range of jet flow.
Significantly less grid density is defined in the outer domain than the inner domain.
Furthermore, the adaptive grid procedure provides adequate grid densities to sup-
port accurate computations in the jet shear layer and in regions near a shock front.
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In the first mesh (Mesh1), height of the fine grid is considered as 0.5D with 1st
cell size of 0.025 as shown in Fig. 2. Total no of cells for Meshl came to approx
0.6 million cells. In the second mesh (Mesh2), height of the fine grid is considered
as 1.5D with the 1st cell size of 0.025 as shown in Fig. 2. Total no of cells for
Mesh2 came to approx 1 million cells. In the third mesh (Mesh3), height of the fine
grid is considered as 2.5D with the 1st cell size of 0.025, but this mesh has failed to
get the converge solution. Further investigation carried on Mesh1 and Mesh?2 to see
the effect of height of fine grid on supersonic jet flow field.

All CFD computations have been performed in FLUENT 12.1 v Ref. [13] using
Spalart—Allmaras turbulence model. Results of velocity, temperature and density
plotted along the centre line of the axis are shown in Fig. 4 between Meshl and
Mesh2. Further velocity profile showed in radial direction from the axis is shown in
Fig. 5. Each radial profile is separated with distance of 250D between two test
radial profiles. Results obtained with Mesh2 are relatively close to test data as
compared to Mesh1. These indicate once the flow leaves from the nozzle exit which
has a tendency to mix with surrounding atmosphere, so it requires sufficient mesh
elements to capture the mixing layers. Mesh2 captures most of the test points and
relatively close to test data as compared to Meshl. In axial velocity plot, Mesh2
clearly captures the decay of velocity and potential core as it moves away from the
nozzle exit as compared to Meshl. In temperature plot, since the flow is unheated,
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Fig. 5 Velocity distribution along the radial direction

low temperature leaves from the nozzle exit as it mixes with ambient condition and
started raising the temperature consequence drop in density. Mesh2 captures the
low-temperature profile compared to Meshl; however, Mesh2 also could not
capture the sudden drop in the temperature in the region between x/D of 5-10. CFD
cannot capture the local drop in the temperature profile. In density plot, compared to
Meshl, Mesh2 is relatively close to test data. However, Mesh2 also could not
capture the region between x/D of 7.5-15, suspecting SA model could not capture
local shock effect appeared on flow field, and further details of density deviation
will be discussed in the selection of turbulence model. Hence, for further investi-
gation, 1.5D of height of Mesh2 has been used for all CFD simulation.

5.2 Mesh Sensitivity

Mesh sensitivity study has been made to arrive a suitable grid at which results will
not vary with further refining the grid. For supersonic jet, sufficient grid density is
required to capture the high velocity gradient regions in the shear layer and in free
shear layer, and also sufficient grid elements required to capture the high pressure
gradient regions near shock fronts. The number of grid points in each direction of
an unstructured grid is fixed. Local grid density can be varied by redistributing the
available grid points in the computational domain to predict the flow characteristics
such as velocity gradients, density and temperature.
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For arriving suitable grid, three meshes have been used for CFD simulations.
Firstly, Mesh2 with 1st cell size of 0.025 is considered as shown in Fig. 3. Hence,
total no of cells for Mesh2 came to approx 1 million cells. Secondly, Mesh3 with
1st cell size of 0.05 is considered as shown in Fig. 3. Hence, total no of cells for
Mesh3 came to approx 0.5 million cells. Thirdly, Mesh4 with 1st cell size of 0.0125
is considered as shown in Fig. 3. Hence, total no of cells for Mesh4 came to approx
2 million cells. CFD computations for all these three meshes have been performed
in FLUENT 12.1 Ref. [13] v using Spalart—Allmaras turbulence model. Results of
velocity, temperature and density plotted along the centre line of the axis are shown
in Fig. 6. Further velocity profile showed in radial direction from the axis is shown
in Fig. 7. From the results, it was shown that no considerable difference was
obtained between Mesh2 and Mesh4. Further simulations were continued with
Mesh?2 to have the advantage of lesser number of cells.

5.3 Selection of Turbulence Model

CFD analysis has been carried out using RANS equations. Consider three turbu-
lence models such as Spalart—Allmaras (SA), K-epsilon (KE) and SST by keeping
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default values of turbulent viscosity. These models are validated for the prediction
of turbulent mixing with free shear flows. The centreline characteristics and velocity
radial profiles in the supersonic plumes of M = 1.4 CD nozzles are shown in
Figs. 8 and 9. From density plot, we understood that apparently a weak shock
formed at the nozzle exit (i.e. in the initial region of the jet plumes). Such patterns
are not clearly distinguished in the velocity and temperature plot due to the random
uncertainty.

Spalart—Allmaras (SA) model shows good agreement with test data except
density compared to KE and SST models. SA model captures the velocity and
temperature profile with test data but deviated in density profile, this is because of
pressure gradient which is not captured correctly due to the presence of weak shock
using SA model and its effect is shown in density profile. The velocity radial
profiles close to the nozzle exit are distorted due to the presence of shock, which
was captured through SA model. Further this model deteriorates to capture velocity
decay and potential core as the jet moves away from the nozzle exit.

In K-epsilon model, it captured velocity and density profile with test data but
deviated in temperature profile. This indicates that temperature rise or drop through
mixing with surrounding medium is not captured through KE model. This model
captures the flow field from the exit of the nozzle as it exposed to atmosphere
causes decay of velocity and density profile. SST model, could not capture the
velocity and temperature profile while SA and KE models could properly capture
that. However, it captured centreline density flow variation from the nozzle exit.
SST model apparently captures density flow field due to presence of shock, near the
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nozzle exit, but this model deteriorate in velocity radial profile near mixing region.
Contours are also been shown in Fig. 10 to understand the flow field between
turbulence models.

6 Conclusion

Flow jet simulation study has been made to understand the flow field as it mixes
with the surrounding medium downstream of the nozzle exit. Quantitatively,
the trends of flow field such as velocities, density and temperature downstream of
the nozzle were captured using CFD with test data. Based on the present studies, the
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1. 1.5D mesh height of refined grid in the normal direction shows good
improvement in the results.

2. 1st cell size of 0.025D has been considered for the CFD simulations to take the
advantage of less no. of cells compared with fine grid of 0.0125D cell size.

3. From turbulence models, it was understood that either SA or KE model is
preferred model for free jet flows if the shock was not been dominated flow.
Further these models show good agreement in capturing centreline velocity and
temperature beyond the nozzle exit, whereas SST model captured the centreline
density variation due to the presence of shock, but this model decays in cap-
turing the mixing flow region and beside the potential core.

Acknowledgements The authors are thankful to Shri. Rajkanwar Jolly, Group Director (Naval
System Engg) and management of Aeronautical Development Agency for supporting this research
and permitting the presentation to conference.

References

1. Panda J, Seasholtz RG (2004) Velocity and temperature measurement in supersonic free jets
using spectrally resolved rayleigh scattering. NASA TM—2004-212391
2. Reichardt H (1942) Gesetzmissigkeiten der freien Turbulenz. VDI-Forschungsh 414
3. Gortler H (1942) Berechnug von Aufgaben der freien Turbulenz auf Grund eines neuen
Niherungsansatzes. Z. Angew. Math Mech 22(5):244-254
4. Warren Jr WR (1957) An analytical and experimental study of compressible free jets. Publ.
No.: 23,885, Univ. Microfilms, Inc.
5. Abramovich GN (1963) The theory of turbulent jets. M.L.T. Press
6. Love ES, Grigsby CE, Lee LP, Woodling MJ (1959) Experimental and theoretical studies of
axisymmetric free jets. NASA TR R-6. (Supersedes NACA RM L54L31 by Love and
Grigsby; RM L55J14 by Love; RM L56G18 by Love, Woodling, and Lee; and TN 4195 by
Love and Lee.)
7. Dash SM, Wolf DE (1984) Fully-coupled analysis of jet mixing problems, Part I:
Shock-Capturing Model, SCIPVIS. NASA CR-3716
8. Dash SM, Pergament HS, Thorpe RD (1980) Computational models for the viscous/inviscid
analysis of jet aircraft exhaust plumes. NASA CR-3289
9. Seiner JM (1984) Advances in high speed jet aeroacoustics. AIAA-84-2275
10. Seiner JM, Norum TD (1980) Aerodynamic aspects of shock containing jet plumes.
ATAA-80-0965
11. Abdol-Hamid KS, Wilmoth RG (1989) Multiscale turbulence effects in underexpanded
supersonic jets. AIAA J 27:315-322
12. ANSYS, ANSYS ICEM CFD 12.1, ANSYS, inc, USA, 2015
13. ANSYS, ANSYS FLUENT 12.1, ANSYS, inc, USA, 2015



Study and Design of Golf Ball Like
Dimpled Aircraft 2-D Wing and Effects
on Aerodynamic Efficiency

Awadh Kapoor and R. Jaykrishnan

1 Introduction

“Featheries”, a name given to the golf balls of olden days which made of leather
and were stuffed with wet goose feathers. Later, the design evolved and balls began
to be made of a gum from the sapodilla tree, heated to form a sphere and became to
be known as gutta-percha. Smooth objects offer less resistance to the air flowing
around. This, being a common notion for a very long time, the balls designed were
very smooth. Over the time, many golfers noticed that old, scratched, and dented
golf balls covered a longer trajectory range as compared to a new smoother ball.
With dimples, a golf ball travels about twice as far as a smooth ball. This acci-
dentally marked the invention of dimples on a golf ball. By the year 1930, dimpled
golf balls were common in practice.

The phenomenon of delayed flow separation and consequent reduction in drag is
of particular interest to the aerodynamics research community. The question of
interest here is if introducing dimples on a golf ball greatly reduced its drag and
improved its flight range, then could similar effect be achieved for surfaces like an
aircraft wing or a car. A recent test conducted over a car with dimples by a few
enthusiasts in the league to bust the myth about the dimple effect proved a dimpled
car to be 11% more fuel efficient than a smooth one [1]. But as researchers, the need
to find the science behind this effect is of utter importance. Moreover, as in case of
automobiles where drag is the sole cause of concern when dealing with the
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efficiency of vehicles, the scenario for airborne vehicles is slightly different. In case
of aircrafts, it is just not the drag which is to be reduced but the effect of dimples on
the lift also requires some attention. If an overall increment in the L/D ratios of the
vehicle can be achieved, the dimple effect can be concluded as a favorable phe-
nomenon for the aeronautical industry.

In order to proceed with the application of dimples on an aircraft wing, we need
to analyze the cause of “dimples effect” on a golf ball. As shown in Fig. 1, the
laminar boundary layer around a smooth sphere separates rapidly creating a very
large wake over the entire rear face. This wake is a region of low pressure creating a
pressure gradient between the rear and the front face of the dimple and hence
increasing the pressure drag for the ball. On the other hand, dimples on a sphere
force an early transition of boundary layer from laminar to turbulent adding energy
to the flow and delaying the separation further aft. This results in a much narrow
wake with a reduced pressure gradient leading to a reduction in the pressure drag
around the ball. This is also referred as “tripping” the boundary layer.

Separation

Laminar
boundary layer

Turbulent
boundary layer

Transition

Laminar
boundary layer
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2 Methodology
2.1 Airfoil Selection and Modeling

The selection of airfoil for this analysis is done keeping in mind the ease of
experimental data availability and its application in the industry. Going by these
guidelines, NACA 2412 is selected considering its application in Cessna 172, the
simplest yet advanced aircraft commonly used to many aeronautical applications for
learning and research purposes. Airfoil coordinates are obtained from the UIUC
database [2] and imported into ICEM CFD. The chord c of the airfoil is selected to
be 1 m, and the trailing edge of the airfoil is considered to be pointed. Airfoil
design being not so complicated requires basic modeling options like spline, split,
join for which the use of an extensive modeling package is not required.
A C-shaped domain is selected with radius of the C-curve being 10c, far field
above, below, and behind being 10c, 10c and 20c, respectively. The dimple is
modeled based on the information provided by various golf ball manufacturing
companies according to which the depth of the dimple, its curvature, and its radius
plays a major role in its aerodynamics. The lift coefficient of the golf ball increases
if small dimples are added between the original dimples. When launched at small
angles, golf balls with deep dimples were found to have greater lift effects than drag
effects [3]. Figure 2 shows the simple parameters considered while designing the
dimples over an airfoil surface, where R is the radius of the dimple curve and D
denotes the span over which the dimple spreads. The location and number of
dimples with respect to the airfoil chord is varied as per different models consid-
ered. A fillet radius of R/10 around the two dimple edges can also be provided
while modeling the dimples so as to prevent sudden sharp variations in the
geometry.

2.2 Grid Generation

The analysis deals with the effect of dimples on the separation point. This fosters a
need for sufficient number of grid points to fall inside the boundary layer and hence
capture the flow physics properly. Also, in the dimpled model, the grid points along
the curvature of the dimple as well in downstream of the dimple should also be
placed in a manner that it captures the airfoil wake in detail. This can be achieved
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Fig. 3 Generated grid

either by inducing wall functions during the problem setup or by generating a mesh
which has the nondimensional y+ values close to 1 following “law of the wall” [4].
Figure 3 shows the mesh used for the analysis. The grid generation process also
involved the grid dependence test for highest accuracy.

2.3 Model, Boundary Conditions, and Solver Setup

For the simulation, it is important to capture the phenomenon of laminar to tur-
bulent transition for accurate drag prediction. For this, either the transition SST
model or the k-kl-omega model which are available in ANSYS Fluent V15 can be
used. These models facilitate the computation of both laminar and turbulent regions
of the flow as well as the intermittent turbulence which is inherent with the physics
of transition. By running initial simulations for a simple airfoil, the k-kl-omega
model is found to produce slightly more accurate results and hence this model is
selected for further analysis. More details about this model can be found in [5, 6].
The three transport equations used in this model are as follows:

DkT 4] ar ()kT

T Py +Rup+Ryar — wky — Dy + — | v+ 22 ) Z7| . 1

Dt kr Bp NAT wrT T axj |:(V Gk> Ox] ( )
Dk, o[ ok
P P —Rpp—Ruar —Dp + — [v 2|, 2
Dy T TEPTRNATTELT 5 {v dx]} (2)

Dw 0] Cor\ @ 2 o Vkr 0 ar 0w
—=Cp1—Pi,+(—— ) —(Rep+R -C +C — t +— ]
Dt~k M (fw ) kr (Rsp + Ruar) = Cuto wsfuiiy &> ox i ox;

3)
Considering the need for a density-based solver, the compatible boundary

conditions are chosen as pressure far field for all around the domain with values
calculated using the isentropic relations. The far field values are taken for 13,500 ft
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with a velocity of 0.193 Mach which are the standard service ceiling and cruise
Mach number values, respectively, for Cessna 172. Though the compressibility
effects are low at this Mach number, the energy equation and viscous heating terms
are still given sufficient importance and the case of compressible flow is also
included for any minor changes in the values. The turbulence intensity is considered
to 0.5% which is the standard value for low turbulence cases.

3 Dimple Application

The location as well as geometry of dimples plays a major role in governing the
aerodynamic efficiency of the airfoil. As shown in Fig. 4, experimental results
suggest the application of dimples near the leading edge of the airfoil for low
Reynolds number operation [7]. It is noteworthy how the turbulent kinetic energy
behind the airfoil has reduced after separation. There is even an alteration in the
separation point due to the application of dimples. This is also analogous to the fact
that for gliders, where the Reynolds number is very low, and the use of inflatable
wings with symmetrical cylindrical lobes proves to be aerodynamically more effi-
cient than the same inflatable wings without any lobes.

As in case of a golf ball which is symmetric, the effect of dimples on the lift is
overpowered by the effect on drag. Magnus effect being a major cause of lift
generation in a golf ball makes it a feasible option to apply dimples all around the
ball. In case of airfoils, the absence of Magnus effect and the fact that application of
dimples near the leading edge for high-speed flows would obviously lead to an
early flow transition and a consequent reduction in the lift gives a valid reason to
avoid dimple application near the leading edge for high Reynolds number flows.
Left with the option of applying dimples near the trailing edge, several models are
tested for CFD analysis with varying position and size of dimples as mentioned in
Table 1.

Fig. 4 Smooth airfoil (rop),
dimpled airfoil (bottom)

Location of
Dimples
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Table 1 Analyzed models

A. Kapoor and R. Jaykrishnan

Model name Dimple size Location

T1FD70C Full size 70% chord
T1FD90C Full size 90% chord
T1HD95C Scaled half down 95% chord
T1QD95C Scaled quarter down 95% chord

4 Results

The initial phase of the simulation focuses on the validation of results obtained from
the CFD analysis by comparing it to the experimental data available for a smooth
airfoil [8]. These results were found to be satisfactory, and the percentage error was
well within limits of 4-9% as shown in Fig. 5 which assures the accuracy of mesh
generation and correctness of the boundary conditions used. Further, different
models as mentioned in Table 1 were analyzed. As the location of the dimple was
moved closer to the trailing edge, the reduction in the drag values became more
significant. A similar observation could be made with the dimple size. Up to a limit,
when the dimple was scaled down, it proved to be more efficient than its bigger
counterpart.

It is important to note that the effect of dimples should to be studied for a wide
range of angle of attack. Models TIFD70C, TIFD90C, and TIHD95C have not
been analyzed for angles of attack between 0° and 9° as these models suggested
positive results only for higher angles of attack. In the strive to obtain positive
results for a wider range of angles of attack, the model T1QD95C was analyzed
which proved to be of more significance than any of the previous models. Figure 6
(left) gives a clear picture of this interpretation. The model gives an increase in the
aerodynamic efficiency for angle of attack starting from 4° and ranging up to 15° or
even beyond that. Considering that the maximum value of L/D for NACA 2412 is
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obtained around 4°, it can be selected as the fitting angle for any arbitrary aircraft
for maximum aerodynamic efficiency during the cruise phase. Apart from these
models, several other models with cases considering the dimple location at the
bottom of the airfoil were also analyzed which produced negative results when L/D
values were compared.

The results shown in Fig. 5 (right) clearly suggest the prime effect of dimples to
be reduction in the drag. The effect is more prominent at higher angles of attack as
the lift generating region of the airfoil does not extend to the regions closer to the
trailing edge of the airfoil. Hence, in such cases, lift values remain almost unaf-
fected, while the drag drastically reduces due to reduction in the size of the wake.
However, at low angle of attacks, where the lift generating region covers even up to
60-70% of the chord, presence of dimples in this region causes a reduction in the
value of lift due to the change in pressure inside the dimple which slows the flow
down in this region. The drag reduction phenomenon is still present but since the Cl
values decrease drastically, the overall change in L/D is reduced. Figure 6 (Right)
shows a clear proof of the reduction in wake size due to the presence of dimple near
the trailing edge of the airfoil. A quantitative proof of the same is obtained by
plotting the turbulent kinetic energy at a distance 0.2¢ from the trailing edge for a 'y
span of —0.2 to 0.2 m.

Figure 7 gives a qualitative proof about the reduction in wake size. The contours
of turbulent kinetic energy also explain the unsymmetrical behavior of its numerical
values, top curve being the greater region wetted by turbulence, and the graph in
Fig. 6 (Right) is rather shifted toward the positive y/c values. Thus, the results
obtained are complying well with the established theory.



150 A. Kapoor and R. Jaykrishnan

Fig. 7 Turbulent kinetic energy behind the airfoil, smooth (fop)/dimpled (bottom)

5 Conclusions

The presence of dimple on the top curve of the airfoil has varied effect on the flow
characteristics for difference angles of attack. The application is found very useful
for high angles of attack application where stall is delayed due to increased L/D. At
low angles of attack, optimizing the location and size of dimples can lead to an
improved L/D which facilitates a shorter takeoff. The need for high lift devices
might also be reduced due to this effect. Also the fuel efficiency of the aircraft could
be improved by a higher L/D during cruise at low angles of attack. The only
challenge to this application is the fabrication of such dimpled panels from com-
posites. Advancements in the composite technology shall play a major role in the
feasibility of this concept for the aeronautical industry.

References

1. Chear CK, Dol SS (2015) Vehicle aerodynamics: drag reduction by surface dimples. Int J
Mech Aerosp Ind Mechatron Eng 9(1):202-205

2. http://m-selig.ae.illinois.edu/ads/coord_database.html

3. Leong J-C, Lin C-Y (2007) Effects of golf ball dimple configuration on aerodynamics,
trajectory and aeroacoustics. J Flow Vis Image Process 14(2):183-200

4. Davidson PA, Nickels TB, Krogstad P-A (2006) The logarithmic structure function law in

wall-layer turbulence. J Fluid Mech 550:51-60


http://m-selig.ae.illinois.edu/ads/coord_database.html

Study and Design of Golf Ball Like Dimpled Aircraft ... 151

5. Keith WD, Cokljat D (2008) A three-equation eddy-viscosity model for reynolds-averaged
Navier—Stokes simulations of transitional flow. J Fluids Eng 130(12)

6. Di Pasquale D, Rona A, Garrett SJ (2009) A selective review of CFD transition models. In:
39th AIAA fluid dynamics conference

7. Vento JL (2011) Analysis of surface augmentation of airfoil sections via flow visualization
techniques. California Polytechnic State University, San Luis Obispo, CA, 93405. http://
digitalcommons.calpoly.edu/aerosp/38/

8. Anderson JD (2001) Fundamentals of aerodynamics. McGraw-Hill, Boston



http://digitalcommons.calpoly.edu/aerosp/38/
http://digitalcommons.calpoly.edu/aerosp/38/

Computational Investigation of the Effect
of Various Spike Geometries Mounted
on Supersonic Vehicles

Aishwarya Kushary, Anjali Chopra, Jayanta Sinha
and Vamsikrishna Undavalli

Nomenclature

Cy Coefficient of drag

l Length

D Diameter

/D Ratio of spike length and fore-body diameter
s/D Ratio of axial length and fore-body diameter
B Blunt body

S1-7.5 Spike of diameter 1” @ 7.5° semi-cone angle
S2S8°1-7.5 Spike 1 of diameter 2” and Spike 2 of diameter 1” @ 7.5° semi-cone

angle

S3S°3-30 Spike 1 of diameter 3” and Spike 2 of diameter 3” @ 30° semi-cone
angle

S6S°3-30 Spike 1 of diameter 6” and Spike 2 of diameter 3” @ 30° semi-cone
angle
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1 Introduction

Reduction of drag and aerodynamic heating levels for supersonic and hypersonic
vehicles, such as interplanetary mission vehicles, missiles, is vital as they may lead
to structural damage as well as lower the fuel efficiency. A strong shock wave is
created due to high-speed flows. The flow, during reentry of the vehicle, loses most
of its kinetic energy as it passes through the strong shock ahead of the fore body.
This causes the temperature and pressure to rise. This temperature rise is known as
‘aerodynamic heating,” and the increased pressure downstream of the shock con-
tributes to high-pressure drag. Aerodynamic drag reduction results in greater fuel
efficiency thereby reducing propulsion system requirements and maximizing pay-
load capacity. Reducing aerodynamic heating eliminates the requirement of a
complex thermal protection system and increases volumetric efficiency. But
through several years of research, it is observed that the two go hand in hand and
must be optimized as per the mission profile. For reentry vehicles, which are
subjected to considerably high temperatures, reduction of aerodynamic heating
should be the primary concern as opposed to the increase in drag. Minor changes in
the vehicle fore-body structure could prove helpful in achieving required values of
the drag coefficient. It may also prevent ablation to an extent by altering the flow
field in the vicinity ahead of the front nose hence reducing high drag and heat
levels. This may be done in various ways depending upon the free stream Mach
number and geometry of the spike, mainly, its //D ratio. At high Mach numbers,
there is formation of shock wave/s which results in abrupt increment in pressure,
density, and temperature. By varying the geometry of the fore body, the flow field
around it can be altered. A blunt fore body induces a bow shock detached from the
body at supersonic Mach numbers. As the air passes through this strong shock, its
temperature, pressure, and density rise sharply as its velocity falls. Most of the
reentry vehicles use a blunt hemispherical fore body, and it has proven helpful in
reducing high levels of aerodynamic heating by creating a strong detached bow
shock upstream of the flow and distributing the heat over a larger area. Another
reason for choosing blunt noses at hypersonic Mach numbers is that they give
efficient usage of the available volume—better accommodation of aircraft instru-
ments and crew. A slender or sharp fore body creates a series of weaker oblique
shock waves and is characterized by significant drag reduction. Oblique shocks are
attached shock waves created as the flow encounters a sharp object or a deviation
into the flow at some angle to the incident flow direction. A special case of oblique
shock is a ‘normal shock’ which is normal to the incident flow field. For cases
where drag is a greater concern than aerodynamic heating, slender bodies are used
to prevent the formation of bow shock.

A shock wave, when created, forms a region of recirculation between the body
and the wave where the flow is unsteady. This recirculation zone is enveloped by
shear layer which results in drop in surface pressure and temperature. Experimental
and computational studies are carried out in order to study the behavior of steady as
well as unsteady flows. Typically, the computations involving unsteady flow
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regimes are a bit complex. This is because unsteady flows consider the time
function unlike steady flows. With time steps in the picture, formulations have to be
changed to obtain desired results. In transient flows as such, all flow parameters like
temperature, pressure, and density are time dependent.

A spike is a thin cylindrical rod with a sharp head which is mounted at the
stagnation point of the blunt body where the static pressure is maximum and the
flow velocity becomes zero. The spike and spike-head could be of fixed or variable
length and diameter. A spike creates weaker oblique shock waves instead of a
strong bow shock. The foremost shock is referred to as ‘foreshock.” Moreover, it
acts as a flow separator and encourages separation of the boundary layer at the
surface of the body, creating a shear layer. The shear layer, as the flow advances,
propagates downstream of the flow field and attaches itself to the blunt body
surface. This is known as the reattachment shock or recompression shock. The
reattachment elevates the temperature, pressure, and density locally but results in an
overall reduction in drag and aeroheating. To ensure that these parameters do not
attain significantly high values, the geometry of the spike has to be optimized. The
effectiveness of the spike can be further enhanced by changing the spike tip design.
Since 1940, when the idea of mounting a spike was initially conceived, it has been
studied extensively by many aeronautics and aerospace researchers. Some of them
focused on studying the effects of spike at various Mach numbers and Reynolds’s
number, whereas some adopted a completely different approach by keeping the
Mach number and Reynolds’s number constant and changing the geometry of the
spike. Various experiments like flow over a sharp pointed spike tip, hemispherical
aerodisk mounted on a probe, flat aerodisk, hemispherical probe were conducted. It
was observed that changing just the configuration of the spike could alter the flow
field and spikes at high angles of attack did not yield desirable results. Hence,
optimization has been a vital aspect in this research.

The main objective of this paper, however, remains to analyze the flow over five
spike shapes, to assimilate the outcome in order to illustrate the significance of
modified fore-body designs for reentry vehicles at Mach 2. Several parameters like
drag, coefficients of pressure have been studied for various cases to draw distinc-
tions. CAD models were generated for better visualization of the geometries.
Figure 1 shows the scaled models of all the configurations.

A blunt fore body, B, was created of length 22 mm and radius of the blunt
hemispherical nose 7.5 mm; the diameter of the fore body is 15 mm. The geometry
used for S1-7.5 is such that the fore body has a length of 14.5 mm and its diameter
is 15 mm. The spike runs from the middle of the nose of the fore body, and its
length is 15 mm. The diameter of the spike is 1 mm, and the semi-cone angle of the
tip is 7.5°. For S2S’1-7.5, the fore body has a length of 22 mm and its diameter is
15 mm. The first spike runs from the middle of the nose of the fore body. The
diameter of the first spike is 2 mm. The second spike starts where the first spike tip
ends. The diameter of the second spike is 1 mm. The combined length of both the
spikes is 15 mm. The semi-cone angle is 7.5° for both spikes. For the S3S°3-30
geometry, the semi-cone angle is 30° for both the spike-heads. Both the spike-heads
have a diameter of 3 mm. The shaft of the spike is 1 mm in diameter. The distance
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Fig. 1 Model configurations

between both the spikes is 3 mm, and the fore-body length is 14.5 mm. For the
S6S°3-30 geometry, the semi-cone angle is 30° for both the spike-heads at a dis-
tance of 3 mm from each other. The first spike-head has a diameter of 6 mm, and
the second spike-head has diameter of 3 mm. The length of the fore body was
maintained at 14.5 mm.

2 Literature Review

In a comprehensive study by Ahmed and Qin [1] in 2011, the authors obtained
interesting results by adding a disk fore body to the spike. The assembly of the
spike-aerodisk varied from 0.5D to 2.5D, D being the diameter of the main body.
The results showed that drag reduction depends on the size and the increase in spike
length causes the reattachment point to move downstream but the strength of the
shock decreases. Elsamanoudy et al. [2] in 2013 demonstrated drag reduction by the
means of a spike-disk-spike regime in the sense that the flow encounters a spike first
followed by a blunt aerodisk mounted on another spike followed by the main body.
The spike diameter was set at 0.1D, L/D at 1 and simulated in Mach numbers 6, 8,
and 10, where L/D is the non-dimensionalized spike length. Spiked aerodisk led to
about 56% reduction in the coefficient of drag. The problems related to aerother-
modynamics were taken up by Yadav et al. [3] using a series of two spikes with
hemispherical caps for nine different configurations at Mach 3. In the cases where
the overall length of the spikes was greater than 1.5 times the diameter of the base
body, there was a maximum of 40% decrease in heat flux and about 20% reduction
in drag. Roveda [4] in 2009 analyzed two models with different spike configura-
tions. His research showed that a difference in surface pressure increased in both the
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models but the temperature contours remained almost the same. Gilinsky [5] in
2002 conducted a research on spike-nosed bodies in supersonic flows and con-
cluded that aerodynamics of the body can be controlled by integrating one or more
needles of the same dimensions on the nose of the blunt body. Decrease in overall
drag was observed for the five-needle case, but it also led to an increase in lift as
opposed to the single-needle geometry. Sahoo et al. [6] in 2013 carried out com-
putational studies on the effect of a spike on the flow field over blunt body at
supersonic speed of Mach 2 to obtain both steady and unsteady flows and observed
that the sharp spiked fore body led to reduction in drag by about 31%. Milicev and
Pavloviv [7] in 2002 conducted an experiment on a cylindrical model with four
different types of spike for Mach number 1.89. They observed that the model
without spike gave maximum drag coefficient and least lift coefficient; the model
with blunt cylindrical spike was rendered most effective as it gave least drag
coefficient and maximum lift coefficient. White [8] in 1993 performed a CFD
analysis on a hemispherical IR dome of diameter 5.5 in. concentrically mounted on
a missile body of diameter 7 in., in Mach 4 flight at zero angle of attack for altitudes
between 10 and 100KFT. He observed shear layer generation and reattachment,
recirculation patterns and low dynamic pressure levels within the separated flow
region, and bow shock wave geometry. Ma et al. [9] in 2015 analyzed flow over a
cylinder equipped with an aerospike of L/D = 1 at Mach 5. They observed three
processes in one cycle: collapse, inflation, and withhold. Harish and Rajagopal [10]
in 2014 through experimental and computational analysis calculated the values of
stagnation temperature for a reentry vehicle with and without spike at Mach 9.1.
The CFD model gave 900 K as the bow shock temperature without spike and
625 K with the spiked model. Hence, it was deduced that the geometry with a spike
ahead of the reentry vehicle was more effective in reducing aeroheating during
reentry.

3 Computation

The problem was modeled using commercial software ANSYS. Geometry and
mesh generation was done through Gambit. Flow solution and post-processing was
performed using ANSYS Fluent, GetData Graph Digitizer, and Microsoft Excel.
Axisymmetric geometries were created to reduce computational time and were
meshed using structured meshing scheme. Steady analysis was done using a
density-based solver with explicit algorithm to incorporate viscous effects in the
governing equations. RANS-based standard k- scheme was adopted for turbulence
modeling so that the recirculation zone is properly captured. They efficiently solve
complex boundary layer flows under adverse pressure gradient.
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4 Results and Discussion

The computational setup was validated based on Sahoo et al. [6], and the pressure
plots obtained were in good agreement with the reference results. Validation plot is
given in Fig. 2.

The pressure contours for various geometries were obtained as given in Fig. 3.

After successfully validating the computational setup for two cases, namely B
and S1-7.5, the new geometries were subjected to supersonic flow field analysis and
it was observed that with changing geometry shapes, the stagnation point was
shifted and a significant pressure drop was obtained as shown in Fig. 4 and Table 1.
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Fig. 4 C, distribution on the Coefficient of Pressurevs s/D
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Table 1 C, obtained for Geometry Cy
different spike geometries

B 0.8

S1-7.5 0.4

S28°1-7.5 0.56

S$35°3-30 0.419

S6S°3-30 0.499

This shift in stagnation point was due to the formation of shear layer and recir-
culation zone. In cases of spike geometries, the weaker oblique shocks reattached
themselves to the blunt fore body creating a high temperature and pressure region.
The double-spike model gave interesting results where the pressure coefficient was
even smaller but slightly higher drag coefficient. This is because of the intermixing
of the two recirculation zones formed by the two spikes. There was also the for-
mation of very weak oblique shock at the nose of the spike. This result may not be
effective in missile bodies but has a great scope for reentry vehicles where optimum
drag is needed for retardation during atmospheric reentry.

The net values of coefficient of drag hence obtained for all cases are given in
Table 1.

The semi-cone angle vastly affects the recirculation zone formed around it. As
the semi-cone angle increases in the case of S35°3-30 and S6S°3-30, the recircu-
lation zone weakens. This leads to decrease in pressure in the region which ulti-
mately leads to lower drag generation. However, on comparing S3S°3-30 with
S6S°3-30, we see that the Cy is more in the latter case. This is because of its design
configuration. The diameter for the second spike in S6S’3-30 is more than that of
S3S°3-30. Thus, the recirculation zone spans out more, shifting the reattachment
point further downstream. This retards the flow field. Figure 4 gives the C, dis-
tribution on the axisymmetric body with different types of spikes.
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5 Conclusion

From the above results and discussions, the drag in the case of S1-7.5 has reduced
by 50% and in the case of S2S°1-7.5 it has reduced by 30% as compared to the blunt
body. The S2S’1-7.5 hence gives an intermediate value of C4 which helps in
controlling the disadvantages caused by a body producing severely low drag. The
intermediate value of Cg in the case of double spike is because pressure rise across
shock takes place. This, in turn, shifts the reattachment point farther downstream.
Reattachment of shock hugely depends upon the recirculation zone. The recircu-
lation zone is of vital importance because if the pressure in this zone is high,
reattachment point will shift toward the fore body. This can be quite harmful as it
would completely nullify the point of attaching a spike to the geometry. Hence, an
intelligent compromise has to be made while deciding the semi-cone angle as well
as the length of the spike protruding out.

6 Future Scope

The future of this project lies in researching more for unsteady flow behavior for the
geometries. Since unsteady flows are entirely time dependent, such a flow behavior
is quite complex to solve. As all real cases, in fact, exist in unsteady flows, several
different possibilities and problems get associated while dealing with these. Fluc-
tuations in pressure of great magnitude are faced in such flows, making the com-
putation a heavy task. Furthermore, an optimization study can be done for finding
out fitting L/D ratios, which addresses the problem of aeroheating for each
geometry. This means, for the same design, several length-to-diameter ratios can be
modified. Acoustics is another theme which can be further studied for these opti-
mized reentry vehicles. For this, vibration analysis has to be carried out which can
be done using the concept of finite element methods. Material study can also be
carried out after fetching desired computational results. For this, material sciences
of alloys can be disserted which would further alleviate the requirement of having a
robust thermal protection system.
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Effect of Leading-Edge Tubercle
on Aerodynamic Performance of NACA
0021 Airfoil

Alok Mishra, Saravana Kumar Lakshmanan and Ashoke De

1 Introduction

Leading-edge tubercle on airfoil concept is motivated from the motion of the
aquatic animal. Edel and Winn [1] were one of the first researchers who studied
motion of the humpback whale and found that whale achieves the high degree of
maneuverability through the high aspect ratio of their flippers. The flippers of
humpback whale are having large rounded tubercles along the leading edge which
act as passive-flow control devices. The leading-edge tubercles generate vortices
which increase momentum exchange within the boundary layer and energize the
flow over flipper. The additional momentum helps to counter the adverse pressure
gradient, and the flow remains attached over the flipper which improves aerody-
namic performance and maneuverability of humpback whale. Experimental anal-
ysis of the humpback whale flipper with and without tubercle modifications has
demonstrated that the presence of tubercles produces a significant delay in the stall
angle and increase in the total maximum lift coefficient. At post-stall region, the
airfoil with tubercles shows a notable increase in the lift and decrease in the drag
coefficient [2, 3].

The work done by Corsini et al. [4] was inspired by leading-edge tubercle for
stall delay capability and applied the same for controlling the stall for axial fan
blade. The three-dimensional numerical simulation was carried out over sinusoidal
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leading edges on NACA-0015 and NACA-4415 airfoil with OpenFOAM using a
nonlinear eddy viscosity k-¢ closure model. They found that there is a significant
increase in lift coefficient at post-stall region and drag coefficient shows very
marginal difference as compared with the straight edge airfoil.

Although several numerical studies have been done on leading-edge tubercle with
RANS models, very few studies exist in the literature which talks about
three-dimensional effect and leading tubercle effect on NACA 0021 airfoil with SA
[5] and k-kI-w RANS models [6]. Efforts have been made to take a step ahead for
deeper understanding of bifurcation effect of leading-edge tubercle over unmodified
airfoil at post-stall region. The objective of this work is to study the three-dimensional
and leading-edge tubercle effect on aerodynamics property of airfoil (unmodified
NACA 0021 and modified (A2W7.5) NACA 0021 airfoil) operating at Re = 120000.

2 Computational Setup

2.1 Numerical Simulation Scheme

The numerical simulations are carried out in an open-source CFD toolbox Open-
FOAM [7]. The standard incompressible solver pisoFoam is utilized for URANS
computation. Second-order discretization schemes are used for discretizing all
spatial and temporal terms in the governing equation. A variable time integration
scheme is used to guarantee the local courant number less than 1 (CFL < 1). The
convergence tolerance is set to 107° for all variables to get accurate solution at each
time step. Averaging is done over 100 non-dimensional time units to obtain the
mean flow quantities.

2.2 Grid Generation and Computational Domain

The computational grid for the airfoil is generated using ANSYS® ICEM-CFD [8].
The mesh is constructed using multi-block approach. The rectangular domain of
size 30C x 30C is utilized in present simulations. The origin of the coordinate
system is located at the leading edge of the airfoil. The flow inlet and outlet
boundaries are located at 10C upstream and 20C downstream, respectively, from
the leading edge of the airfoil. The top and bottom boundaries are located at a
distance of 15C from the origin. The lateral distances are adequate enough to
improve the stability of simulation and also to eliminate the far-field boundary
effects. The chord length (C) for both the airfoils is 70 mm. The mesh for
unmodified and modified (A2W7.5) NACA 0021 is shown in Fig. 1a, b, respec-
tively. The total number of cells in the computational domain is roughly around 2.1
million. And the boundary conditions are shown in Fig. lc.
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(a)

Fig. 1 a Unmodified NACA 0021 airfoil and b modified (A2W7.5) NACA 0021 airfoil and
¢ geometry of the computational domain and boundary conditions

3 Results and Discussion

3.1 Lift and Drag Coefficient Results

3.1.1 Comparison Between 2D and 3D Results of Unmodified NACA
0021

The lift and drag coefficient variation of 3D numerical results is plotted with two
different experimental results of Hansen et al. [9] and Jacobs [10] as shown in
Fig. 2a, b. The 2D numerical results and XFOIL data of Lakshmanan et al. [11] of
lift and drag coefficients are also shown in Fig. 2a, b. Between 8°-10° angle of
attacks, the lift increases linearly. Unlike 2D simulation, the lift coefficient value
matches well with the experimental results. In the stall region, 3D simulations are
unable to capture the sudden stall as reported in experiments.

Drag coefficient versus angle of attack is plotted with experimental results as
shown in Fig. 2b. Between 8°-12° angle of attacks, the SA model underpredicts the
drag values. SA model is not able to predict the stall. But in post-stall region like
17° and 20°, the results are in good agreement with the experiments. The simulation
results are also having good agreement with XFOIL [12] results at low angles.
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Fig. 2 a, b Lift and drag coefficients of unmodified NACA 0021 versus AOA plotted against
experimental result of Hansen et al. [9], experimental result of Jacobs [10], 2D numerical and
XFOIL results of Lakshmanan et al. [11]
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Fig. 3 a, b Lift and drag coefficients of modified NACA 0021 versus AOA plotted against
experimental result of Hansen et al. [9] and experimental result of Jacobs [10]

3.1.2 Modified Airfoil (A2W7.5) Simulation Results

The lift coefficient of modified (A2W?7.5) airfoils is plotted against experimental
results of Hansen et al. [9] in Fig. 3a. From this plot, it is clear that at low angle of
attacks, the simulation of lift coefficients with SA model yields good agreement
with the experimental results. But in the stall region (12°-17°), the SA model is not
able to predict it properly, whereas at 20°, results fairly match with the experimental
results.

The predictions of k-kl-o model are also included in Fig. 3a. The value of lift
coefficient is underpredicted in pre-stall region. But this model is not able to capture
the stall behavior and also does not predict stall up to 20° angle of attack. So it is
appropriate to compare the SA simulation results of unmodified and modified
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The lift coefficient of simulation (SA model) for unmodified and modified
(A2W7.5) airfoils is also shown in Fig. 3a. It is observed that there is only slight
degradation in lift values up to 10° angle of attack. Between 12°-17°, the modified
airfoil has less lift value than unmodified airfoil. But this is exactly the stall region,
so it is not easy to conclude about the behavior of these two airfoils. On the other
hand in post-stall region say at 20°, the lift coefficient value of modified (A2W7.5)
and unmodified airfoil has same value.

The drag coefficient of modified airfoils (A2W7.5) is plotted against experi-
mental results in Fig. 3b. From this plot, it is clearly evident that both models
underpredict the drag values for almost all angles of attacks. For post-stall region,
k-kl-w model is not able to predict the drag coefficients.

The drag coefficient of simulation (SA model) for unmodified and modified
(A2W.5) airfoils is also shown in Fig. 3b. From this plot, it is clear that there
exists a certain drag penalty at lower angles like 10° and 12°. Between 12°-17°, the
behavior of SA model is peculiar in these locations. So at the post-stall angle (say
20°), it is clear that the drag value is less for the same amount of lift as shown in
Fig. 3a, b. So it can be concluded that there is reduction in drag for modified airfoil
(A2W7.5) for higher angle of attack.

3.2 Surface Pressure Coefficient (Cp) Results

3.2.1 Comparison Between 2D and 3D Results of Unmodified NACA
0021

The pressure coefficient Cp for 10° and 20° is plotted against normalized chordwise
position as shown in the Fig. 4a, b. There exists a good agreement between 2D and
3D simulation results at almost all angles. At 20°, one can observe the difference in
the values near the leading edge of the suction side.
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At low angles of attacks, SA model underpredicts the maximum suction pressure
on the upper airfoil. On the other hand, the pressure on the lower surface matches
reasonably well at most of the angle of attacks. Similar to the 2D simulation, 3D
simulation results also show poor performance in stall region.

3.2.2 Modified Airfoil (A2W?7.5) Simulation Results

Simulation results of pressure coefficients are plotted for unmodified airfoil (SA
model) and modified airfoil (SA and k-kl-o models). Fig. 5a, b shows the Cp
distribution of modified airfoil compared with unmodified airfoil at the same angles
of attacks.

At 5°, the effect of tubercles starts appearing in the form of spanwise gradient.
The maximum negative pressure is located at trough location. At mid-location, the
values are same as the unmodified airfoil. At peak location, the negative pressure
coefficient values are less (toward positive side). The effect of tubercles also appears
at pressure side of an airfoil near tubercles. Figure 5a shows that k-kl-w model is
able to predict laminar separation bubble and SA model is failed to predict the
same.

Figure 5b shows that prediction of SA model is better than k-kl-» model at 20°
angle of attack, which is also similar to lift and drag coefficient results. Due to this,
further studies at 20° angle of attack are carried out with SA model.

3.3 Results of Skin Friction Coefficient (Cy) at 20° Angle
of Attack

Figure 6a shows the variation of skin friction coefficient on the upper surface of an
unmodified airfoil as a function of non-dimensional chordwise distance. It is clear
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of attack

that the flow has been separated near leading edge (sign change of the C; value).
The exact separation location is identified as 0.035 X/C. Skin friction coefficient of
tubercles airfoil at peak location is plotted in Fig. 6b. The performance gain is
clearly visible, and the flow separation is delayed. The exact separation location in
this case is identified as 0.19 X/C.

4 Conclusion

The 3D simulations have been carried out for unmodified airfoil and modified
airfoil (A2W7.5) NACA 0021. First of all, the unmodified 3D results are compared
with the 2D simulation results obtained earlier. Except at 17°, the values are in good
agreement with the 2D simulations. This can be attributed to the three-dimensional
nature of the flow present at higher angles. Next, the simulations are compared with
experiments as well as with the 3D results of modified airfoil. This is done for
pressure coefficient values also. Finally, the modified airfoil simulation results of
SA and k-kl-o models are compared with unmodified 3D results. k-kl-o model is
able to predict laminar separation bubble and performs well in pre-stall region but
unable to predict for stall and post-stall region. For SA model, the maximum lift
value is less for modified airfoil when compared to unmodified one. But the stall
nature of this airfoil is gradual. To obtain some quantitative information about the
performance enhancement, a detailed analysis has been carried out at 20°. The
result reveals that there exists a small gain due to the leading-edge tubercles. There
is a shift in flow separation point due to the presence of tubercles at leading edge
and reduction in drag at higher angles of attack.
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Estimation of Aerodynamic Coefficient
for a Variable Span Wing and a C-Wing
for Application in Personal Air Vehicles
(PAYV)

R. Naveen, B. Abinaya, D. Abinaya and K. Kalayarasi

1 Introduction

The main concerns of the Federal Aviation Administration (FAA) are the absence
of enough air traffic control to hold greater number of flying vehicles and troubles
such as smashed pilots and flying without a permit. The global society would also
have to be of the same opinion on universal standards, the transformation of air
miles to nautical miles, and so on. Above all, the FAA feared the accident of PAV
(Personal Air Vehicles) in metropolitan areas, as oblivious built machines and also
pilots’ errors causing community nuisances. The researchers were trying to build a
flying car more than a decade, but only a small amount of designs yet succeed in
airborne through the atmosphere and driving on the conventional road. The
American Defense Advanced Research Projects Agency has shown an awareness in
the consideration with a sixty-five million dollar program called Transformer to
develop a four place roadable aircraft by 2015. The vehicle is mandatory to take off
vertically and has a 280-mile range. Terrafugia, AAI Corporation, and other
Tex-tron companies have been awarded the contract. Flying cars fall into one of
two styles: incorporated (all the pieces can be carried in the vehicle), or modular
(the aeronautical sections are left at the airport when the vehicle is driven).
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The modern flying car inventions like the Terrafugia Transition which shows
amazing promise. The Terrafugia Transition is a light sport, roadable airplane under
development by Terrafugia since 2006 [1-3]. Even though flying car idea has been
around since the early days of motoring, the optimized aerodynamic design of a
roadable car is still a daunting task [1-7]. The journalism evaluation reveals the
researchers who have tried to build a more than ten decades, but only a few designs
ever succeeded in flying through the air and driving on the road. The first flying car
or roadable aircraft came in 1917 via Wright Brothers rival Glenn Curtiss who has
been beaten into the air designed the three-wing Curtiss Autoplane. The vehicle
could only hop, but spawned an engineering race that, despite modern successes,
has yet to come of age. The designer of a PAV has the major fear on the creation of
upward force (lift) with low takeoff velocity also with minimum drag which united
with better stability and control warranting promises. This gives result overall
elevated performance both in road and air. Remind that the amount of upward force
created by the flying car is depending mainly on two parameters like the shape
(surface area, aspect ratio, and a cross section of the vehicle) and the device’s
orientation (or angle of attack). The objective of the paper is to design and predict
the aerodynamic performance of a conceptual wing design theoretically and meet
the flying car designs. Figure 1 shows the overall design process in this paper.

Fig. 1 Design Methodology
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2 Design Methodologies

The wing was designed based on the lift requirement during various times of flight
like takeoff, cruise, and landing conditions. The optimization of wing design
parameters (wingspan, root, and tip chord) is based on the theoretical calculation of
takeoff and landing velocities and wing length. Since the wing is variable span
wing, the wingspan can be changed with respect to the amount of lift required
during the flight.

The wing has total span of 14 m when extended and 6 m during retraction.
A symmetrical airfoil NACA six series has been used for main wing box and
vertical winglet. The horizontal winglet uses NACA 0012 airfoil.

While wing is extended, takeoff and landing lengths are reduced, by which
endurance, range, and rate of climb are improved. When wings retracted the ice
formation can be eliminated to %rd of the wingspan which helps in the reduction of
drag.

The lift coefficient can be predicted for the vehicle by using theoretical esti-
mation. The wing has been designed by combining telescopic wing and C-wing.
The telescopic wing concept is extracted from the genesis Grever designs in which
wing can retract and expand based on lift required. From the nonconventional
aircraft design, C-wing design has been chosen and implied on flying car. C-wing
consists of vertical and horizontal winglet which works like rudder and elevator of
conventional aircraft. But there will be a structural problem by using this kind of
combination and it has to be rectified. The designs are given in Figs. 2 and 3.

Fig. 2 CAITA model of
telescopic wing

Fig. 3 Proposed wing design
for PAV
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3 Results and Discussion

This concept mainly deals with the wing design and its parameters like span, wing
area, aspect ratio, wing loading, drag, and lift. Since the design combines the
telescopic and C-wing configuration, the performance of wing design has been
estimated using theoretically and analyzed by using ANSYS software.

3.1 Theoretical Analysis

3.1.1 Prandtl’s Lifting Line Theory

Prandtl’s lifting line theory describes the flow over the wing. It states that the
low-pressure flow over a finite wing could force the air to roll over and around the
tip, pushing the flow over the wing to move inboard and the same happens to the air
under the wing to move outboard. It makes a difference in span-wise velocity which
causes the air to roll up into a several stream-wise vortices influencing the lift force
along the span.

For multiple lifting surface [8], the induced drag equation modifies to

_ L L} 2L
n'qb% ﬂqb% ngb1by

(1)

i

where o indicates the interference coefficient, and in the above expression we
assume elliptical lift distribution over the wing, otherwise the effect of Oswald
efficiency factor “e” is added in each term in the above expression.

These equations can be obtained from Fig. 4, where the x-axis is the span ratio
b/byine and r is the vertical gap between each lifting surfaces expressed as

r = 2Gap/bying.

Fig. 4 Prandtl’s interference
factor
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3.1.2 Kroo’s Method

Dr. Kroo proposed a method to explain the minimum-induced drag span load over
the wing by a secondary-loaded lifting surface [9, 10]. In order to label the
downwash velocities induced by a secondary lifting surface on the wing, an ana-
Iytical method given by von Karman and Burgers was applied [11]

_Lic" 13 2Ly

= 2
" gh? " mgbs  mgbiby’ )
where
4l1p
o= —1W (3)
7l'(b1/b2)
c=1- 16 %Ilz(ﬂ)z (4)
a(by/by)* 5 1
L on\ . _
Lo = f(w—u> sin [n(cos ™ 'y)]dy. (5)
0 01

The o factor obtained by Kroo is the same as Prandtl’s interference factor which
is given in Fig. 5.

By using Prandtl multiple lifting line theory, aerodynamic performance is pre-
dicted for proposed wing design for three cases (b = 6 m, 9 m, 14 m). When wing
span is varied, total lift is changed but the lift on C-wing remains constant.

The graph is plotted for the value of C and Cp, for the different angle of attacks.
Three cases have been considered for plotting the graphs:

Case-I—wing at 14 m span;

Case-II—wing at 9 m wing span;
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Case-II—wing at 6 m wing span.

Aerodynamic forces have been calculated for the proposed wing design and
without C-wing as shown in Figs. 6 and 7.

In Fig. 5, blue and violet curve indicates the primary and C-wing lifting surface,
and it results in the similar lift and meets the required lift for the proposed design.
Figure 8 indicates the induced drag coefficient for the coefficient of lift. By using
C-wing approach, it has been drastically reduced because of Oswald efficiency. In

the drag polar equation, the “e” is inversely proportional to induced drag and vice
versa (Fig. 9).

Fig. 6 C_ versus AoA for
proposed wing design
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without C-wing

G

AoA
e Case 1 eff== Case 2 e Case 3

@y C-wing alone




Estimation of Aerodynamic Coefficient for a Variable Span ... 177

. 2
Fig. 8 Ci versus Cp induced bone CLZ Vs CD induced

0.02 | B
fEEEEees
0,015 / SE
0.01 /
0.005 / !

0 0.05 0.1 0.15 0.2 0.25 0.3
c?
—4—Casel ——Case? —&—Case3

CD induced

Fig. 9 Cp versus Cp graph CL Vs CD

) e
0.015 +—=———
001+ — =4

0.4 0.6
——Case 1 —ir— Case 2 =i Case 3

3.2 Computational Analysis

To simplify the analysis, the C-wing has been separated into the three sections as
shown in Fig. 10. The suitable mesh is carried out by choosing domain across the
airfoil which predicts boundary layer effects. The grid points are accelerated, and
results are computed using multigrid technique.

Fig. 10 Splitting the sections
of C-wing
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Computational analysis was performed for the wing at 1 and 2° angle of attack.
The analysis is to get the knowledge of flow over the proposed wing. The detailed
analysis has to be carried out in future for various angle of attacks (Fig. 11).

The graph from Fig. 12a,b shows that the pressure distribution for the various
sections of the C-wing in terms of coefficient of pressure. For a symmetrical airfoil,
there will be null lift at zero angle of attack, whereas Sect. 3 shows lift production,
and this can be clearly understood from the above graph due to the pressure
difference between upper and lower surface of the wing (Fig. 13).

Fig. 11 Computational mesh
of a proposed wing

Fig. 12 Pressure distribution )
for various sections of the 1
C-wing at a a = 0 and
ba=15
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I L E O y

Fig. 13 Velocity magnitude for angle of attack at 3°

4 Conclusion

In this paper, the conceptual design of a PAV is developed and it is been found that
it fulfills the basic requirements of preliminary design aspects. This design concept
overcomes the aspect ratio problem by introducing the combination of C-wing and
telescopic wing. From the aerodynamic analysis, we can state that the lift force of
the preliminary variable span wing does not affect the C-wing performance.
However, the detailed computational approach should be taken out for further
improvements for whole vehicle. As the C-wing contains the horizontal and vertical
stabilizer, the structural stability has to be studied in future. This type of flying car
does not need any separate takeoff and landing requirements, and it can take off and
land in both normal conventional roads and also in airport runway. So making an
automobile to fly becomes very easy when using this design.
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Evaluation of the Structural Integrity
of Full-Scale Wing of Aerial Vehicle

D. Venkata Sivakumar, M. Varadanam, K. Kishore Kumar
and P.S.R. Anjaneyulu

1 Introduction

In the past 20 years, a significant use of aerial vehicles, i.e., manned or unmanned,
has been increased in defense domain for the purpose of surveillance, target
acquisition and tracking, battlefield monitoring, target assessment, signal intelli-
gence, electronic warfare, and relay. At the same time, the economical aspects such
as terrain and communication tracks monitoring, media, or energy transfer lines
have raised interest in the application of aerial vehicles for civilian purpose.
Composite structures are extensively used in the aerospace and defense areas due to
various advantages such as high specific strength, low specific weight, ease of
fabrication, and integral structures. The composite wings are extensively used for
aerial vehicles to withstand the aerodynamics, inertia, flight maneuver and landing
loads. This paper presents the results of an investigation for examining the strength
and stiffness characteristics of a carbon/epoxy (CFRP) composite wing of aerial
vehicle [1].

The criticality in the evaluation of structural properties is due to the use of
composite materials in the fabrication of the wing. Unlike metallic structures, the
structural behavior of composite wing is process dependent and hence not easily
predictable. The process of qualifying, certifying composite materials and structures
for strength, buckling and damage tolerance remains almost entirely empirical. The
best way to estimate the structural properties such as local stiffness of the wing at
various locations, overall stiffness of the full length wing, and buckling behavior of
the wing for typical load is by experimental evaluation techniques [2, 3].
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Fig. 1 Solid model of the wing assembly

2 Description of the Aerial Wing Structure

The total span of the composite wing was more than 20 m, with an aspect ratio of
about 15. The solid model of the wing assembly as shown in Fig. 1. Wing was
fabricated with three modules for ease of manufacturing and transportation, namely
center section, outboard port side and outboard star side. The wing assembly
consists of structural elements, namely CFRP foam sandwich composite skin, front
and rear spar, composite ribs, metallic ribs. Metallic ribs are used for wing and
engine frame interface for landing load diffusion. The engine frames were attached
to the wing by using wing attachment brackets.

3 Experimental Test Setup and Procedure

A test rig with loading fixtures was designed and developed for supporting and
testing the composite wing. The schematic test setup of flight loads on wing is
shown in Fig. 2. An innovative testing methodology was introduced to load the
full-scale wing to simulate different symmetrical maneuver flight (Case-I) and
landing load conditions (Case-II). To simulate the exact boundary conditions, the
wing was firmly fixed on test rig through test fixture at the wing mounting brackets,
which is fabricated for simulating interface joint between fuselage body and wing
mounting. The aerodynamic pressure loads on the surface are converted to statically
equivalent loads. These loads are distributed from the front spar to the rear spar
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through ribs along the span of the wing. This kind of approximation is covered by
the St. Venant’s principle, and the global response of the structure will not be
altered. Major challenge lies in converting aerodynamic load to statically equivalent
load where theoretical and calculated test loads are matched in terms of shear force
and bending moment to capture the global behavior of the structure as shown in
Fig. 3. The distributed loads were discretized and applied at 30 stations to simulate
as close as to the flight bending moment envelope.

Structural loads were applied with the help of hydraulic actuators independently
and in combination with whiffle load trees, to simulate the loads as experienced by
the W1ng durmg flight load case (Case-I). Unlike metallic section and symmetrical

e ied on the composite aerofoil wing using
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Fig. 4 Schematic test setup for landing gear loads on wing-engine mounting frame assembly
(Case-II)

regular polyester/nylon slings. This difficulty was overcome by using aerofoil
contour plywood formats having upward step (near the center of pressure location)
with cushions which are made of felt material. The wooden formats (30 no.’s), one
at each loading station along wing span, were designed in such a way to match the
aerofoil contour. So that load was not distributed along the chord-wise direction and
only resultant load applied at the center of pressure, or else it will give twisting and
unnecessary moments and lead to improper load distribution with localized stress
concentrations and may also even cause catastrophic failure of the structure. The
design of the whiffletree to distribute the loads in the desired fashion is one of the
key parameters in this testing process. Synchronization and coupling of the load
application was maintained during the testing of the composite wing [4—6].

To simulate the landing gear loads (Case-1I) separately [7], wing was fixed to
metallic test fixture at the wing-attached brackets. The schematic test setup of
landing gear loads on wing-engine mounting frame assembly is shown in Fig. 4.
The wing was firmly fixed on test rig through test fixture, and engine mounting
frame was assembled to the wing, by using wing-attached brackets for simulating
interface joint between wing-engine mounting frames. The landing gear loads were
applied on the engine mounting frame with the help of hydraulic actuators
independently.

4 Instrumentation

Hydraulic actuation system instrumented with load cells was used to control and
apply various loads at different locations on the wing. Selection of strain gage
location for the composite was a challenging task. Selection of location depends on
the layer orientation, layer drop, and joints, and it should be free from manufacturing
defects. Locations of strain gages on wing assembly are shown in Fig. 5.
Twenty-three numbers of biaxial (on composite section) and triaxial strain gages (on
metallic portion) were used to measure the static response of the wing assembly at
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Fig. 6 a Experimental setup of wing for flight loads (Case-I). b Experimental setup of wing for
landing loads (Case-II)

different longitudinal locations, and the wing is loaded incrementally up to limit
loads (100% load) for Case-I and Case-Il. Eighteen numbers of linear variable
displacement transducers (LVDT) have been effectively used for the measurement of
deflection. Data acquisition system was used for measuring strains and deflections
[8]. Photograph of experimental test setup which includes hydraulics and instru-
mentation setup of the wing for flight and landing gear loads is shown in Fig. 6.

5 Results and Discussions

The strains and deflections measured during the test are shown in Figs. 7, 8, 9, and
10. The measured strains were compared with the failure strains of the composite
ial. Princi i ing principal stresses were obtained from
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Fig. 7 Limit load versus
strain

Fig. 8 Limit load versus
deflection

Fig. 9 Limit load versus
principal stress
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measured strain data on metallic portions. The principal stresses are compared with
yield strength of the material. The maximum strain recorded on composite wing,
during the test against the flight maneuver loads, was —1842 pe (Case-I). This is
well below the failure strain (9000 pe) of the wing structure material. Maximum
deflection measured was 550 mm, during flight maneuver load case, whereas
predicted deflection was 510 mm. Few strain gages (Sg-3 and Sg-4) were bonded at
critical locations of expected buckling zone as predicted from the FE analysis. The
presence of nonlinearity in the strain data is a measure of buckling phenomenon on
the zone. These strain gages behaved linearly as seen from Fig. 7. Therefore, the
wing has not shown any signs of buckling up to limit load during the test. Due to
landing gear loads (Case-II), the maximum principal stress measured on
wing-engine mounting bracket of metallic section was 323 MPa (compressive) at
the limit load, which is less than the yield strength of metallic material. The linearity
in strain and deflection variation denotes that the carbon/epoxy (CFRP) composite
wing structure has no abnormalities or defects like delamination, debonding, and
withstood for the applied loads. Similarly, engine frame assembly was not yielded
for the applied loads.

In addition to structural load test, the natural frequency of the full-scale com-
posite wing was also measured before and after the structural load test to ensure the
stiffness and structural integrity of the full-scale wing, and no deviation was
observed in the measured frequency [9]. The objectives of the structural load test
have been met for the various mentioned load cases on the full-scale wing. The
wing deflection and strains have been verified to be within specified values and
confirmed there is no permanent set on release of the limit loads. However, after
successful completion of structural test followed by visual inspection, the wing
inspected with NDT techniques and found that the structure has no defects.

Case-I: Strains and deflections measured due to flight loads (+2.5 g case) on the
composite wing.

Case-II: Principal stresses and deflections on the wing-engine mounting frame
due to landing gear loads (+3.0 g case).
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6 Conclusion

The test methodology to execute qualification of a full-scale composite wing for
structural loads has been successfully established. Moreover, the challenges faced
and the innovative execution of the structural test were discussed. The experimental
test results as an input to refine the finite element model for further analysis. Critical
measurements of strains and deflections have aided in evaluating the structural
integrity of the full-scale wing. Maximum strains are within the failure strain of the
respective materials. This paper includes the results obtained from various tests
conducted on a full-scale composite wing and established the procedure for eval-
uation of the structural integrity of the wing. A complete overview on structural
evaluation has been discussed, and structural integrity was proven by applying
flight and landing gear loads.
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Finite Element Analysis of Hyperbolic
Paraboloid Composite Shells for Static
Analysis Under Uniform Pressure

Anil Garhwal, Yogesh Kaushik, Sabita Madhvi Singh and Divya

Notations

a b Length and width of the shell in plan
c Rise of the hyperbolic paraboloid shell
{d} Global displacement vector

{d.} Element displacement vector

E; E, E; Moduli of elasticity
Gi2, G23, Gy3 Shear moduli of a lamina
K12, Mo3, B3 Poison’s ratio

RSR Rise-to-span ratio

CCcCcC All sides clamped

SSSS All sides simply supported

CSCS Alternately clamped and simply supported
Cp Cross-ply laminate

AP Angle-ply laminate

u, v, W Translational degrees of freedom at each node
a, B Rotational degrees of freedom at each node
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1 Introduction

Composites are the materials combined from two different materials, cumulative
properties of these materials are higher than each material individually. In
fibre-reinforced composites, fibres are the primary load carriers enclosed in matrix
to keep them in position. Composites have high-strength-to-weight ratio. In the
present study orthotropic defined shell element is considered. Orientation of fibres
with respect to reference axis defines the lamination as cross-ply or angle-ply.
Hyperbolic paraboloids are doubly curved non-developable surfaces, when used in
form of shell elements can sustain high stresses. Hyperbolic paraboloid shells have
broad applications in civil engineering as they can cover large obstruction free
areas. These shells are anticlastic shells and get their strength from their shape as
the stresses are distributed in three dimensions.

Deflections, forces, moments and free vibration of composite stiffened shell
roofs under concentrated load, vibration characteristics of composite hypar shell
with various edge supports was explored by Sahoo and Chakravorty [6, 16, 17].
Static characteristics of delaminated composite conoidal shell subjected to point
load was studied by Kumari and Chakravorty [1]. Dynamic instability behavior of
laminated hypar and conoidal shells using a higher-order shear deformation theory
was presented by Pradyumna and Bandyopadhyay [5]. Bending of delaminated
composite conoidal shells under uniformly distributed load was examined by
Kumari and Chakravorty [7]. Impact response of simply supported skewed hypar
shell roofs by finite element was studied by Pradyumna and Bandyopadhyay [13].

Studies have been done on various parameters for hyperbolic paraboloid shells
but it’s evident to extract a relation between rise and span for best suitability hence
there is a need of obtaining a relation between rise of hyperbolic paraboloid with
maximum stresses and deflection, therefore the present investigation aims to study
finite element analysis of hyperbolic paraboloid under uniform pressure with
change in rise to span ratio with different laminations and boundary conditions to
conclude the most favorable RSR of hyperbolic paraboloid to be used.

2 Mathematical Formulation

An eight nodded quadratic iso-parametric shell element is used for the present study
by using finite element method. The coordinates and displacements at any point
within element are represented by coordinates & displacements of the nodes of the
element and the shape functions. Hyperbolic paraboloid shell of radius of cross
curvature Rxy is considered. By differentiating the surface equation of the shell in
the form z=f(x,y) the radius of curvature may be evaluated. The five degrees of
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Fig. 1 Surface of hyperbolic paraboloid and degrees of freedom

freedom considered for each node are u, v, w, o, and p (Fig. 1). The interpolation
polynomials derived for these are a function of & and n having form [9]:

u(&,n) =Ao+A1E+Aon + A& + Auén + Asi + AeEn + Arén”

The shape function derived as:

1
Ni= 2 (1+88)(1+m) (& +m; = 1) i=1,2,3,4
Ni=%(1+§éi)(l+n2) i=5,7
Ni=%(1+'mi)(1+§2) i=6,8

Here Ni represents the shape function for ith node (Fig. 2).

A four layered hyperbolic paraboloid laminate with antisymmetric stacking for
equal thickness of layers with simply supported end conditions, clamped and
alternately simply supported and clamped on four sides under transverse uniform
pressure is considered for analysis:

The material properties used for the plate are:

E; =39 x 10° N/mm?, E, = E; = 8.6 x 10° N/mm?
G, =Gy =G3=38 X 103 N/I'I]I'ﬂ2

Hi2 = p23 = py3 = 0.28
The uniform pressure applied is 0.05 N/mm?.
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In the present problem, the effect of rise to span ratio (c/a) varying from 0 to 0.5
with linear increment of 0.05 is studied on maximum stresses (Gy, Gy, Gz, Txy, Tyz,
Tyx,) and maximum deflection (U,). The geometric dimensions of the present
problem are:

Length, a = breadth, b = 1000 mm
Rise, ¢ = 0 to 500 mm
Thickness, h = 8§ mm

Laminations of composite layers used are cross-ply (0°/90°/0°/90°) and
angle-ply (45°/—45°/45°/—45°). ANSYS 15.0 is used for the modeling and analysis
of the problem. The eight nodded shell element, [SHELL281] is used in the present
problem with five degrees of freedom.

2.1 Formulating Static Problem

The expression for static equilibrium can be represented as,

[K[{d} ={0}

The above equation is solved by the Gauss elimination technique and from the
global nodal displacement vector {d} thus obtained, the element displacement
vector {de} is known (Fig. 3) [14].

3 Results and Discussions

The various cases of simply supported, clamped and alternately simply supported
and clamped with antisymmetric stacking are discussed (Fig. 4). Change in stresses
and deflection due to the increase in rise to span ratio (c/a) from 0 to 0.5. are
discussed. A four-layered shell is considered for present study with equal thickness

Fig. 2 Eight nodded n
quadratic element
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Fig. 3 Hyperbolic paraboloid shell
¥
i
- .': 1 '
4. Simply supported (S)

L e X

: ’
4 | & simply supported (S)

] 7 17 Clamped (©)
:-1 /A Simply supported (S)

Fig. 4 Boundary conditions for hyperbolic paraboloid shell

of all layers. Uniform transverse pressure of 0.05 N/mm? is applied. Based on the
present study following cases has been discussed as described below:

4
SURFACE EQUATION, Z= a—l: (x—2a/2)(y —=b/2)

3.1 Clamped Hyperbolic Paraboloid with Cross-Ply (0°/90°/
0°/90°) Lamination

This case projects the relation between the ratio c/a and the maximum stresses and
deflection for clamped cross-ply lamination stacked antisymmetric. Change of
normal stresses, shear stresses and deflection with corresponding change in
rise-to-span-ratio is shown in Table 1. It can be noticed that with increase in RSR
normal stresses decrease considerably initially and for the case of transverse shear
stresses the case is vice-versa i.e. stresses increase with increase in RSR. Clamped
hyperbolic paraboloid with angle-ply (45°/—45°/45°/—45°) lamination.
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Table 1 Stresses and deflections for all cases considered with change in rise to span ratio

RSR | Normal Normal Normal Shear Shear Shear Deflection
stress 0 | stress 02y stress G, | Stress Tyxy | Sstress T,, |stress Ty, |ion U,
N/mm?) | N/mm?) | (N/mm?) | (N/mm?) | (N/mm?) | N/mm?) | (mm)

CCCC CP (0°/90°/0°/90°)

0 378.229 159.627 0 22.41 0.463e-13 | 0.326e-14 |76.387

0.05 | 113.087 33.6205 0.454635 |17.3813 |5.95132 5.89486 14.7323

0.1 |56.8276 18.8762 1.18634 9.20 7.3187 7.08839 3.45112

0.15 |39.6024 13.4736 1.98812 5.78757 | 8.09189 7.57225 1.64911

0.2 |30.8757 10.5167 2.80732 434104 | 8.64264 7.72763 1.05881

0.25 |25.6758 8.44009 3.59938 3.89536 |8.97641 7.61842 0.779356

0.3 |22.0239 6.91201 4.32837 430241 |9.11329 7.3001 0.626799

0.35 |19.1429 6.02 4.96441 4.77196 | 9.04353 6.87384 0.533957

04 |16.7098 5.9071 5.46245 5.21033 | 8.77023 6.34192 0.47015

045 |14.581 5.92244 5.79947 5.58233 | 8.37036 5.74154 0.423738

0.5 12.6878 6.08455 5.95294 5.86894 | 7.91732 5.10983 0.387934

CCCC AP (45°/—45°/45°/-45°)

0 218.574 218.172 0 81.5333 | 0.267E-13 | 0.997E-14 | 78.0372

0.05 |41.4098 41.048 0.627686 |21.7707 |4.36334 4.38925 6.30562

0.1 |21.1366 20.3584 1.41549 10.8649 | 4.70274 4.85569 1.40215

0.15 | 14.4737 13.4026 2.17714 7.33401 | 4.66064 5.03431 0.717475

0.2 11.2281 10.3188 2.86717 6.34416 | 4.41508 5.07992 0.467316

0.25 |9.38374 9.91916 3.45455 6.02143 | 4.05778 5.07033 0.349537

0.3 |8.22429 9.93015 3.92467 5.97889 | 3.63452 5.0227 0.290296

0.35 |7.51804 10.169 4.27071 6.09006 | 3.18545 4.94188 0.255266

04 |7.3717 10.4729 4.50075 6.22201 | 2.754 4.83174 0.235348

045 |7.27864 10.7694 4.68129 6.34186 | 2.63954 4.69654 0.223237

0.5 |7.20615 11.0577 4.78488 6.4315 2.75936 4.52604 0.214209

SSSS CP (0°/90°/0°/90°)

0 425.13 121.13 0 107.21 0.149E-13 | 0.246E-13 |283.564

0.05 |45.363 13.198 0.32393 19.311 3.3011 3.2981 14.7489

1 23.965 7.1652 0.80823 8.8279 3.9499 3.9098 3.46162

0.15 |16.4638 4.89399 1.3073 5.79188 | 4.25936 4.1289 1.72438

0.2 12.525 3.7909 1.7533 4.6514 4.4497 4.1609 1.10135

0.25 |9.8315 3.1495 2.1028 4.179 4.4928 4.0239 0.816466

03 |8.1774 27111 2.3142 4.0427 4.3879 3.7304 0.657457

0.35 | 7.9657 2.6424 2.3764 4.0558 4.157 3.3239 0.56241

04 |7.9079 2.7886 2.3143 4.1509 3.8367 2.8731 0.494127

0.45 |7.8681 2.9313 2.1712 4.2759 3.4702 2.3833 0.441041

0.5 |7.7769 3.6799 1.9943 4.3939 3.0899 2.4821 0.398412

(continued)
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Table 1 (continued)

RSR | Normal Normal Normal Shear Shear Shear Deflection
stress oy stress Gzy stress G, stress Ty, | stress Ti'z Stress Ty, ion U,
(N'mm?) |[(N/mm?) |(N/mm?) |(N/mm?) |(N/mm?) | (N/mm?) | (mm)

SSSS AP (45°/—45°/45°/—-45°)
0 182.081 182.5 0 227312 | 0.2E-13 0.2E-13 206.883
0.05 | 23.0756 23.3682 | 0.93245 30.5687 | 4.9153 4.9478 5.21194
0.1 11.7961 12.3589 1.70136 14.281 4.4355 4.5572 1.43359
0.15 | 8.08189 8.89111 2.31601 8.92567 | 3.9528 4.2047 0.724032
0.2 |6.30948 7.3488 279924 |6.32624 | 3.4870 3.8951 0.476702
0.25 |5.27739 6.52235 3.15028 | 4.79868 |3.0316 3.6058 0.365668
03 |4.58238 5.99269 3.3662 5.34574 | 2.5849 3.3170 0.311242
0.35 | 4.06046 5.58493 3.44849 | 4.8688 2.1550 3.0201 0.279348
0.4 | 3.69478 5.22271 3.40856 | 4.46278 | 1.7543 2.7154 0.259667
0.45 |3.4702 4.87493 3.2636 4.09549 | 1.3955 2.4099 0.247229
0.5 |3.50534 |4.76719 3.04663 3.62904 | 1.3140 2.1052 0.239278
CSCS CP (0°/90°/0°/90°)
0 255.43 52.203 118.81 42.8579 | 0.685E-15 | 0.677E-14 | 118.817
0.05 |33.187 13.358 0.27641 5.04185 |2.72174 7.04926 14.7862
0.1 17.586 7.5236 0.63049 | 2.40724 | 3.54775 7.94738 3.45244
0.15 | 12.275 5.2167 1.0650 5.78389 | 3.96772 8.18033 1.67949
0.2 |9.2864 3.9758 1.4668 1.97483 | 4.30841 8.11689 1.07183
0.25 |7.3027 3.2351 1.7758 2.74924 | 4.49017 7.79212 0.786245
03 |6.5104 2.7718 1.9619 476157 | 4.52356 7.30648 0.630351
0.35 | 6.3689 2.4294 2.0214 3.67465 | 4.42337 6.69924 0.533003
04 |6.4195 2.5567 1.9713 5.63228 | 4.21449 6.00017 0.466898
0.45 |6.5283 2.7261 1.8354 3.90071 |3.92502 5.44322 0.417419
0.5 |6.6188 2.9048 1.6669 3.83693 | 3.59081 5.23421 0.376276
CSCS AP (45°/—45°/45°/—45°)
0 280.96 144.42 113.67 114.424 | 113.678 113.678 113.678
0.05 |42.554 24.636 0.7696 13.4964 | 3.88404 5.07131 5.78402
0.1 |21.7 11.926 1.6319 11.3094 | 3.91864 5.35198 1.43768
0.15 | 14.845 7.4868 2.4436 4.82458 | 3.73513 5.39763 0.729881
02 |11.567 6.3727 3.1651 6.24479 | 3.45027 5.41279 0.479979
0.25 |9.6863 5.9615 3.7785 5.75231 | 3.10786 5.36938 0.367297
03 |8.481 5.8090 4.2638 3.24792 | 2.73388 5.27241 0.311395
0.35 | 7.8884 5.7630 4.6125 5.49337 | 2.34602 5.16344 0.279427
04 |7.7102 5.7585 4.8256 2.83469 | 1.96278 5.04137 0.260366
045 |7.5754 5.7624 5.0014 2.65224 | 1.73843 4.89842 0.248564

0.5 |7.4649 5.7588 5.1046 2.47534 | 1.85134 4.72937 0.24131
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The stresses are nearly equal for normal stress in x and y-direction as shown in
Table 1. Normal stresses decrease with increase in RSR while in-plane shear stress
increases. Transverse shear stresses initially increases and then decreases after RSR
of 0.3 value and deflection decreases considerably with in RSR from O to 0.2 and
then decrement is continuous but with very minute changes.

3.2 Simply Supported Hyperbolic Paraboloid with Cross-Ply
(0°/90°/0°/90°) Lamination

The variation of stresses and deflection with change in rise to span ratio is shown in
Table 1. The normal stresses decrease with increase in RSR rapidly in the initial
stage and then gradually but decrement is continuous with increase of RSR. As
compared to clamped cases, normal stresses are high in case of simply supported
cross-ply lamination. As RSR increases the normal stresses are reduced in such a
way that the stresses are lower than the clamped case.

3.3 Simply Supported Hyperbolic Paraboloid with Angle-Ply
(45°/-45°/45°/-45°) Lamination

The variation of stresses and deflection with change in RSR is shown in Table 1.
The stresses in this case are lowest of the above all cases, considering cross-ply or
angle-ply with clamped edges.

3.4 Alternately Simply Supported and Clamped
with Cross-Ply (0°/90°/0°/90°) Lamination

This case projects the relation between c/a ratio and stresses and deflections as define
by Table 1. The in-plane shear stresses are fluctuating in this case i.e. increasing and
decreasing with the increase in rise to span ratio showing mysterious behavior. The
lowest stress is noticed at 0.2 RSR and the normal stresses decreases up to RSR of
0.3 value, then there is approximately no change with increase in RSR.

3.5 Alternately Simply Supported and Clamped
with Angle-Ply (45°/-45°/45°/-45°) Lamination

The variation of stresses and deflection with change in RSR is shown in Table 1.
The normal stresses are decreasing with increase in RSR initially. The in-plane
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Fig. 5 Comparison of maximum normal stress o, with change in rise to span ratio

50

0
0.05 0.15 0.25 0.35 0.45 0.55

NORMAL STRESS o, N/mm?

RISE TO SPAN RATIO

—4—CCCCCP —@—SSSSCP —m—CCCCAP
~#4—SSSS AP —@—CSCS CP ———CSCS AP

Fig. 6 Comparison of maximum normal stress o, with change in rise to span ratio

shear stress fluctuates at a lower rate as compared to the case of
CSCS CP. Deflection is lower than other cases for cross-ply laminations.

Hence the stresses and deflection are compared for all cases by analyzing them
graphically as below:

e Normal stress 6,
The stresses in (CCCC CP) are maximum from 113.087 to 12.68, all other cases
are arranged in decreasing order as SSSS CP, CSCS AP, CSCS CP, and min-
imum in SSSS AP. As shown in Fig. 5.

e Normal Stress o,
The stresses are initially high in case of CCCC AP and decrease up to RSR 0.2
value but remains constant after that, stresses in cases of CSCS CP and SSSS CP
are nearly equal. The maximum stress at RSR 0.5 is least in all cases except for
the case of CCCC AP. As shown in Fig. 6.
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Fig. 8 Comparison of in-plane shear stresses T, with change in rise to span ratio

Normal Stress o,

The stresses are negligible initially at RSR 0.05 but keeps on increasing with
increase in RSR. Maximum stress increases more in cases of CCCC CP,
CSCS AP, CCCC AP which shows that except for the case of clamped edges,
minimum stresses are observed in case of cross-ply laminate. As shown in
Fig. 7.

In-plane shear stress Ty

The stresses in cases of CSCS boundary conditions are fluctuating with increase
in rise to span ratio, in all other cases it decreases greatly up to RSR 0.2 and
thereafter little change is noticed. As shown in Fig. 8.

Transverse shear stress T,

The stresses for all cross-ply laminates increases initially with increase in RSR
up to 0.3 and then decreases, while continues decrease of stresses is noticed in
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Fig. 10 Comparison of maximum transverse shear stresses T, with change in rise to span ratio

the cases of angle-ply laminates. Maximum stress is in the cases of
CCCC CP. As shown in Fig. 9.

o Transverse shear stress Ty,
The stresses are maximum for case of CSCS CP. Change of stresses in case of
CSCS AP and CCCC AP is very small. Gradual decrease of stresses is noticed
in case of SSSS AP. As shown in Fig. 10.

e Deflection U,
The deflection is maximum initially up to RSR value 0.3 for all cross-ply cases
as compared to angle-ply. Deflection decreases considerably up to RSR 0.25 for
most of the cases. Deflection at RSR 0.5 is nearly equal for all cases but not
depends on boundary conditions or type of laminations. As shown in Fig. 11.
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Conclusions

In the present study an attempt has been made to analyze the most favorable RSR

for

a hyperbolic paraboloid considering the static characteristics and different

boundary conditions under uniform pressure. Following conclusions have been
made based on the analysis of present problem:

Angle ply performs better than cross ply laminates in all cases for static
deflections. Deflection decrease in all cases, initially decreasing with large
difference when rise to span ratio is increased from 0.05 to 0.3 in all cases
studies.

As compared to a plate of same geometry (RSR = 0), boundary conditions, and
loadings, to hyperbolic paraboloid a small rise of edges decreases normal
stresses and deflection to a large extent in all cases discussed.

Rise to span ratio shows considerable changes in normal and shear stresses up to
RSR 0.3 in most of the cases, beyond which increase of RSR shows little change
of stresses.

Maximum stresses are noticed in the case of all sides’ clamped boundary
conditions. For case of CSCS, angle-ply laminates show higher stresses than
cross-ply laminates.

As per the results, derived from present study the most favorable Rise to Span
Ratio for all cases considered is from 0.2 to 0.3, as the further increase of rise to
span ratio shows negligible change of stresses.
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Behavior of Rectangular Laminated

Composite Plate with Central Hole Under

Transverse Loading

Sumit Rathi, Yogesh Kaushik and Sabita Madhvi Singh

Notations

E,, E;, E; moduli of elasticity of lamina x, y, and z directions

G132, Go3, Gy3 shear moduli of a lamina in xy, yz, and xz directions

K12, H23, B3 Poison’s ratio in xy, yz, and xz directions
1,2, 3 X, y, and z directions
D/H hole diameter to width of the plate

1 Introduction

Composite materials consist of a combination of materials that are mixed together
to achieve specific structural properties. The properties of the composite material
are superior to the properties of the individual materials from which it is con-
structed. The composite plates consist of layers, and it can be single layer or
multilayer. The composite materials are also based on the symmetric; they can be
symmetric or antisymmetric. In this study, the layer study has applied on the
rectangular plate with central circular hole with different orientations of layers. The
study includes the variation of ratio, but the material remains same. The analysis is
carried out to identify the behavior of laminate composite plate with central circular

hole with the help of ANSYS mechanical APDL 15.0 software.
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Composite materials have been used in aircraft industry for the lightweight,
high-temperature-resistant, and high-performance structure which bend in one
direction but not in another. The aerospace industry including military and com-
mercial aircrafts uses composite materials for the high stiffness, high strength, and
high performance properties of fiber-reinforced composite materials.

The comparison of stress and deflection on the isometric and orthotropic plates
with central circular hole under tension load was calculated by Abdullah [1]. It was
done with the help of finite element method carried by the ANSYS. The stress
analysis of composite plates with different types of cutouts was carried out by Riyah
and Ahmed [7]. In the normal strain at the circular and square holes with the
different numbers of layers and types of composite materials with the help of strain
gauges under tensile loads. Various orientation angles were used for the analysis.
The stress and load—displacement analysis of fiber-reinforced composite laminates
with a circular hole under compressive load was done by Manoharan and Jee-
vanantham [5] in which the 3-D orientation of the fibers has been analyzed with the
help of finite element method carried by ANSYS.

The finite element analysis of the shear deformable laminated composite plate
was reported by Kam and Chang [4] in which the Mindlin plate theory was used for
the finite element formulation and shear correction factors. Harn C. Chen obtained
the stress analysis of laminates with hole by special finite element method [2] in
which the complex variable technique has been used to formulate the problem and
to find the solution. The stress around square and rectangular cutouts in symmetric
laminates was calculated by Nageswara Rao et al. [6] in which the complex variable
technique and mapping function have been used to formulate the problem for
finding the solution. A general solution for stress resultants and moments around
holes in unsymmetric laminated was given by Ukadgoanker and Rao [9] in which
the complex variable method of Lekhnitskii and Savin has been applied in the
paper.

The elastic—plastic stress analysis of simply supported and clamped metal—
matrix-laminated plates with a hole was achieved by Sayman and Aksoy [8] in
which the classical lamination theory was applied to formulate the problem.
Dheeraj Gunwant and J.P Singh represented the stress and displacement analysis of
the rectangular plate with central elliptical hole [3], in which the finite element
method was carried out with the help of ANSYS and von Mises stresses, and
deflection of the plate was calculated.

This study reveals the effect of orientation angle with different ratio of the
diameter of hole to plate width on the axial stresses, shear stresses, and deflections
in the end conditions of clamped edges. The dimensions of the plate remain same
throughout all cases except the diameter of hole. The angle orientation is also
imposed for the symmetric and antisymmetric. The stress and deflection changes
show the impact of the angles and diameter of hole.
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Fig. 1 Rectangular laminate 7’ T 727427

with clamped boundary
conditions on all four sides

2 Mathematical Formulation

A four-layer rectangular laminate in symmetric (60°/-60°/-60°/60°) and antisym-
metric (60°/-60°/60°/-60°) stacking with central circular hole with equal thickness
of layer with end conditions of fixed on all four sides (shown in Fig. 1) under
transverse uniform pressure load is analyzed by ANSYS mechanical APDL 15.0.
Also, the comparison has been done with the four-layer rectangular laminate in
same symmetric (60°/-60°/-60°/60°) and antisymmetric (60°/-60°/60°/-60°) stack-
ing without hole. The material properties used for the plate are E; = 39 x 10°
N/mm’, E; = E; = 8.6 x 10° N/mm®, G, = Gp3 = Gj3 =3.8 x 10° N/mm’,
and W, = M3 = Mgz = 0.28. The uniform pressure is taken as 0.005 N/mm? for
analysis. In the present study, the effect of D/H ratio varying from 0.1 to 0.5 with
increment of 0.1 has been studied on maximum stresses (Gy, Gy, Tyy) and maximum
deflection (Uz) for all layers. Length and width of the plate are taken as 1000 mm
and 500 mm (x and y directions), respectively. The laminate considered for the
study has four layers with 2 mm thickness (z direction) of each layer

u= - ((1=s)(1=)(=s—t—1) +uy(1+s)(1=t)(s—t—1)

+ug(1+s)(I+t)(s+t—1) +uL(1—=s)(1+t)(—s+t—1)) 0
+ %(uM(l —s?)(1=t) +ux(1+s)(1-1)

+uo(1=s?)(1+t) + up(1 —s)(1—1)).

ANSYS 15.0 is used for the finite element modeling of the plate. The eight
noded shell elements Shell 281 with element length of 10 mm is selected for the
plate modeling. Each node has six degrees of freedom. The shape function used for
the shell 281 is shown in Eq. 1. The model is created for which the stress and
deflection variations are shown in Figs. 2 and 3. The effect of change of D/H ratio
from 0.1 to 0.5 on the stresses and deflections is shown in the form of graphs and
tables (under Results and Discussions phase). The symmetric (60°/-60°/-60°/60°)
and antisymmetric (60°/-60°/60°/-60°) sequences for 60° have been discussed.
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Fig. 2 Stresses in x direction clamped case 60° orientation angle
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Fig. 3 Deflection clamped case 60° orientation angle
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3 Results and Discussions

The case of clamped boundary conditions with symmetric and antisymmetric
stacking has been studied in the present study in which the stress and deflection due
to the increase in the ratio of D/H from 0.1 to 0.5. The stress and deflection changes
have been observed according to the orientation and D/H ratio and the following
observation is made to meet the desired results as discussed below.

3.1 Comparison of Symmetric (60°/-60°/-60°/60°)
and Antisymmetric (60°/-60°/60°/-60°) with Hole

1. In Fig. 4, the stresses in x direction are shown. The stresses in symmetric case
are varying from 6.3 to 6.5 Mpa and for antisymmetric case from 7.17 to 5.5
Mpa. The stresses in x direction vary in a manner so that the stresses in sym-
metric case are less only for 0.1, 0.4 ratio, and for other values of ratio, it shows
larger stresses for the antisymmetric case.

2. In Fig. 5, the stresses in y direction are shown. The stresses in symmetric case
are varying from 11.08 to 11 Mpa and for antisymmetric case from 13.01 to
10.12 Mpa. The stresses in y direction vary in a manner so that the stresses in
symmetric case are low for 0.1, 0.4 ratio, and for other values of ratio, stresses in
antisymmetric are more.

3. In Fig. 6, the shear stresses in xy direction are shown. The stresses in symmetric
case are varying from 3.95 to 3.52 Mpa and for antisymmetric case from 5.44 to
3.6 Mpa. The shear stresses in Xy direction are varying in a manner so that the
stresses in symmetric case are lower than the stresses in antisymmetric.

4. In Fig. 7, deflections in z direction are shown. The deflections in symmetric case
are varying from 1.14 to 1.04 mm and for antisymmetric case from 1.23 to
1.09 mm. The deflections in z direction vary in a manner so that the deflection
in symmetric case is less than the deflection in antisymmetric.

Fig. 4 Comparison of [—e—symm. —@—anti-symm.]
stresses in x direction for 60° % 75
angle g .

w

E

o

2 s 6.5

= é 6

x 2

5=

= 5.5

b

< 5

2 005 0.1 0.15 0.2 0.25 0.3 035 04 045 0.5 0.55

CENTRAL HOLE DIA. -TO- PLATE SIDE RATIO (D/A)



208

Fig. 5 Comparison of
stresses in y direction for 60°
angle

Fig. 6 Comparison of shear
stresses in xy direction for 60°
angle

Fig. 7 Comparison of
deflections in z direction for
60° angle

MAX. IN-PLANE SHEAR STRESS, TXY MAX. NORMAL STRESS, 2Y (N/MM2)

MAX. DEFLECTION, UZ (MM)

S. Rathi et al.

| =——symm. === anti-symm. |

14.5 14,04
14
13.5
13
12.5
12
11.5
11
10.5

10
0.05 0.1 015 0.2 025 03 035 04 045 05 0.55
CENTRAL HOLE DIA. -TO- PLATE SIDE RATIO (D/A)

|—0— symm. —efi— ant'i—symm.|
5.44

5.07

(N/MM2)

3
0.05 0.1 015 0.2 025 03 035 04 045 0.5 0.55
CENTRAL HOLE DIA. -TO- PLATE SIDE RATIO (D/A)

| —p—— SYMM. e=fff= anti-symm. |

1.4

1.29
13
1.2

11

1
0.05 0.1 015 02 025 03 035 04 045 05 055
CENTRAL HOLE DIA. -TO- PLATE SIDE RATIO (D/A)

3.2 Comparison of Symmetric (60°/-60°/-60°/60°)
and Antisymmetric (60°/-60°/60°/-60°) Without Hole

1. The stress in x direction for the symmetric case is 4.3534 N/mm” which
increases for the antisymmetric case at 4.39 N/mm?.
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Table 1 Maximum stresses and deflection in laminates
Stacking Max. normal | Max. normal | Max. in-plane Max.
stress o stress Gzy shear stress T,y deflection
(N/mm?) (N/mm?) (N/mm?) U, (mm)
With Symmetric 6.5 at top and | 14.04 at top 3.95 at top and 1.21
hole bottom and bottom bottom
Antisymmetric | 7.17 at top 13.24 at top 5.44 at top and 1.29
and bottom and bottom bottom
Without | Symmetric 4.35 at top 9.75 at top 3.50 at top 0.717
hole boundaries at | boundaries at | boundaries at
width length length
Antisymmetric | 4.39 at top 9.42 at top 1.53 at top 0.761
boundaries at | boundaries at | throughout the
width length plate

2. The stress in y direction for the symmetric case is 9.75 N/mm? which decreases
for the antisymmetric case at 9.42 N/mm?.
3. The shear stress in xy direction for the symmetric case is 3.50 N/mm” which
decreases for the antisymmetric case at 1.53 N/mm?>.
4. The deflection for the symmetric case is 0.717 mm which increases for the
antisymmetric case at 0.761 mm.

Table 1 depicts the maximum stresses and deflections in the laminates as defined

below.

4 Conclusion

The present study points out the stresses and deflections in the rectangular lami-
nated plate with central circular hole under transverse loading for symmetric and
unsymmetric orientation. The following conclusions are drawn:

e In laminates with hole, the stress variation through the thickness of lamina is

discontinuous, but due to stacking orientation in symmetric (60°/-60°/-60°/60°)
and antisymmetric (60°/-60°/60°/-60°), maximum stresses for x, y, and xy
directions appears at the top and the bottom layers of the plate at the boundaries
of hole not in the middle layer.

In laminates with hole due to the stacking sequence difference in first and last
layers, the stresses in x direction and shear stresses in Xy direction increase in
antisymmetric case.

Due to symmetric, D/H does not produce large variation and specific order in
stresses and deflection, but in antisymmetric case (60°/-60°/60°/-60°), the D/H
ratio increases normal stresses and shear stresses, and deflections decrease,
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because as the diameter of hole goes small, the area of the plate increases and
stresses get distributed on larger area.

e The stresses and deflections in antisymmetric found to be in directly
proportional.

e The maximum stresses and deflections are less in case of laminates without hole
than laminates with hole, because insertion of hole in the plate increases stresses
and deflections.

e The maximum stresses in laminate without hole are distributed on the sides at
the top area unlike the laminates with hole, because with hole insertion only the
boundaries of hole will have maximum stresses which can be at the top area or
the bottom area of the plate.
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Effect of Aspect Ratio Change on Nonlinear
Resonance of Rectangular Aircraft Panel

Nisar Ali and M.S. Mahesh

1 Introduction

Normally, airframe surroundings in the flight are rich in vortex motion of air. The
vortices are appearing naturally through viscous effects due to boundary layer sep-
aration from aircraft surface or three-dimensional geometrical configuration of the
airframe. Today, vibration of airframe panels continues to be a difficulty, generating
undesirable cabin noise and causing catastrophic failure in some cases. The initial
case of problems related to panel flutter is believed to be the failure of German V2
missiles during World War II [1]. The cause-and-effect associations are not well
understood, but limit cycle oscillations often seem to be associated with the event
of stimuli such as vortices in subsonic flow and shock waves in supersonic flow [2].
In this paper, the effects of aspect ratio change on nonlinear resonance of a thin
rectangular aircraft panel clamped on all edges with forcing frequency near to the
frequency of the first linear mode of the rectangular aircraft panel are studied. In
this study of aircraft panel oscillations all edges clamped rectangular plates are con-
sidered and it is believed to be representative of typical aircraft panels, which are
generally attached to structural members of the airframe.

When the plate is forced at frequencies near to the natural frequencies of the linear
mode, a nonlinear resonance phenomenon arises leading to a complicated limit cycle
behaviour. Limit cycle oscillations are complicated oscillations of aircraft surfaces
for which the cause-and-effect relationships are poorly understood [3]. Nonlinear-
ities in the structure or the aerodynamic forces lead to limiting the amplitude of
oscillations of an unstable system [4]. It is observed that very complicated vibration

N. Ali (=) - M.S. Mahesh

Department of Aerospace Engineering, Defense Institute of Advanced Technology (DU),
Girinagar, Pune, Maharashtra, India

e-mail: nisar.ada2008 @ gmail.com

M.S. Mahesh
e-mail: maheshms7@gmail.com

© Springer Nature Singapore Pte Ltd. 2018 211
S. Singh et al. (eds.), Proceedings of the International Conference on Modern

Research in Aerospace Engineering, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-10-5849-3_22



212 N. Ali and M.S. Mahesh

motions can occur with bigger aircraft panels and, basically, disturbed motion can
develop. Linear and nonlinear aeroelastic responses of panels with fixed supports
on all four sides are called panel flutter and are generally of interest with respect to
specific, local skin panel oscillations on a wing or fuselage. Limit cycle oscillations
(LCOs) of the order of the plate thickness are possible by nonlinear, aeroelastic effect
[5]. An aircraft can experience LCOs even though the oscillations are in the linear
structural and aerodynamic lift ranges.

Aircraft panels are subjected to unsteady loads in operation due to vortex motion
and turbulence of air. In this study, vibrations of clamped beam and plate, which are
subjected to forcing near a linear resonance frequency by a convective pressure wave
of the form [6]

p = Pysin(ax — wt), (D)

will be considered. Here, p denotes the pressure difference in the fluid above, and
below the plate, ¢ is time, « is the wave number, @ is the forcing frequency, and
the forcing amplitude P, is assumed constant. When the solution for w is written
in expression 17 and orthogonality is applied, the net result is that the equation for
each mode contains a forcing function involving cos(wt) and sin(wt). An equivalent
formulation is to take the forcing pressure to be

for beam, p = P, sin(w?)X,(x)
for plate, p = P,sin(wt)¢p,(x,y) 2)

where X, (x) and ¢, (x, y) are the first eigenfunctions of the linear problem for beam
and plate. Other modes come into play, but the dominant response is associated with
¢,(x,y) for @ near w,. Here, the interest is in forcing frequencies near the first linear
frequency, and therefore, let w = (1 + ¢;,)m,, where ¢, is assumed small and w, is
the first eigenvalue of the linear problem for beam and plate.

2 Governing Equations

The classical theory of large deformations of elastic plates was developed by Kirch-
hoff [7] and later extended by Von Karmann and Herrmann [8] is used in this
study. Large amplitude deflections of plates are explained by a formulation normally
credited to Von Karmann [9]. Analytical solution for rectangular plate clamped at
four edges is not known. In recent times, Gorman [10] presented analytical series
solutions for different boundary conditions. Various approximation methods were
later developed and reviewed [11]. The governing partial differential equations were
firstly derived through consideration of a free body diagram of a deformed plate
element. The formulation was refined by Herrmann [8] to account for unsteady
deformations. Consider a plate of thickness h and dimensions a and b in each of
the (X, 9) directions, respectively, along two edges of the plate as shown in Fig. 1.
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Fig. 1 Rectangular aircraft vy
panel T
a
b
> X
Displacements in the (%, §, 2) directions are denoted by (i, v, W), respectively, where

Z measures distance normal to the equilibrium position of the plate centre. It is
assumed that

1. The aspect ratio, r = é , 18 0(1) and plate is thin means that & = g < 1.

2. wis O(é), and the gradlents ?, ‘;—y are small.

3. All strain components are small, and Hookes law holds.

4. There is no applied force in the X and  directions.

Kirchhoff’s hypothesis holds. The dimensionless plate equations are: [12]

M Lo g 3)

ox g dy

oN. ON.
xy y
—+r—=0 4
ox " ay @
dw o dtw | 4otw a2 *w Pw o, Pw
+ +7r + =12\ Ny—= +2rNy—— +r'N,— | -
o T e T o Nogxay T oy
(%)
where p is the forcing function and dimensionless stress resultants are:
au ov 1faw\® 1 ofaw\’
Ny=—+vr—+=(=— ) +zv? = 6
o Ty 2(ax) 2W<ay> ©
2 2
av ou 1 ,(ow 1 (ow
N,y=r—+v—+-r|— ) + v =— 7
y rdy Yax T2 <ay> 2v<0x> M
ov  dwiw

=-(1-V|r—+=+r 8
( )[ ox ' ox dy ®)

For beam, aspect ratio r = = — 0 and from Eq. 5
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otw . *w / ow\ ] otw

4+ -6 — ) dx| — = 9

o T or [ s \ox o P ©)
This is beam equation with nonlinear and unsteady term. The boundary conditions
for a clamped plate are used in this study:

u=v=w=a—w=0atx=0,1,u=v=w=a—w=0aty=0,l (10)
ox dy

Assume that the solution is

N

Wi = Y e (0X,(0) (1

i=1
where X; clamped—clamped beam eigenfunctions. The clamped—clamped beam

eigenfunctions are [6]

(cosh(y;) — cos(y;)

X,(x) = (cosh(y;x) — cos(y;x)) — (sinh(y;) — sin(7,))

(sinh(y;x) — sin(y;x))  (12)

where y = w'/? represents the eigenvalues. Substituting the expression of w in Eq. 9

and multiplying by X, and using the eigenfunctions orthogonality, it can be easily
shown that

1
d*c (t) e, () + 6( Z Z (e, (D ) Z (01, / plx, DX, (x)dx  (13)
0

j=1 k=1 =1

where n =1,2,3,... and [; = fo X’(x)X’(x)dx[l3]

The differential equatlons governing the large amplitude oscillations of rectangu-
lar plates, when posed in terms of deflections u, v and w, are given by Egs. 3 to 8. The
boundary conditions for a clamped plate are given in 10. A general set of ordinary
differential equations is obtained using the following basis functions:

K? K?

Uy, ) = Y aOwsy), vxy.0= Y bOwix,y)

i=1 i=1

Wy, 0= ) c(Di(x.y), wx,y) = sin(mzx) sin(nry)
i=1

where ¢;(x, y) are the eigenfunctions of the linear problem ordered in an array cor-
responding to increasing natural frequencies:
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N N
¢ =, D aXX) (14)

i=1 j=1

where X;(x) and X;(y) are the beam eigenfunctions Eq. 12, a; are coefficients were
determined separately, and N is the total number of modes retalned in each direction.

Substituting the expansions of u, v and w into Eqgs. 3 and 4, multiplying the result-
ing equations by y;, integrating over the plate surface and using the orthogonal prop-
erties of the sine functions, it can be shown that

agr Z Fub; + ak” 2{(m())* + por’(n(k))*} = Z Z My, (15)

i=1 j=I1

(xOrZFka + bkﬂ 2 Po(m(k))* + rP(n(k))*} = Z 2 (16)

i=1 j=1

where a = %(1 +v) and f, = %(1 —v). Consequently, once an estimate of c is
known, the coefficients a and b for u and v can be evaluated directly from Egs. 15
and 16. For the c, the expression given in Eq. 14 is substituted into Eq. 5, which is
then multiplied by ¢, and integrated over the plate surface. Using the orthogonal
properties of the basis function leads to [6]

d;;n 5 = [}1 /0‘ pd,dxdy + 12{ Z 2 Ujpa;c; + 2 Z Vibic, (17

i=1 j= i=1 j=1

M M M
+222lekn } wheren =1,2,3, ...

i=1 j=1 k=1

—_

3 Results and Discussions

In this study, Runge—Kutta fourth-order method with fixed time step 0.01 is used to
solve nonlinear beam equation 13 and plate equation 17 by using MATLAB.

The values of I are evaluated separately and stored. The nonlinear plate equation is
more challenging to solve because of the complexity of the nonlinear term in Eq. 17.
The quantities Fj, Mljk, Nuk, UUn, Vl and W, jjkn Were calculated precisely for each
value of aspect ratio r, with Simpsons 5 rule of double definite integral. 251 inte-
gration points are considered to evaluate the definite integral by using MATLAB
in each of the coordinate directions, before initiation of a specific time-dependent
integration for a given physical case. The value of a and b is evaluated by inverting
the matrix on the right-hand side of Eqs. 15 and 16. M = 12, K = 9 and number of
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Table 1 Effect of aspect ratio change on fundamental frequencies

r= S 0.00 0.25 0.50 0.75 1.00

oN 22.373 22.799 24.578 28.701 35.986
o 61.673 24.148 31.837 48.175 73.395
o 120.903 26.571 44.767 67.539 73.412
Wy 199.859 30.256 63.337 80.184 108.267

modes in each direction are used in this numerical solution for convergence of results.
The fundamental frequency of the clamped panel is increasing, while the aspect ratio
r is increasing as shown in Table 1.

The shape of the panel normally corresponds to the first linear mode. The panel is
initially at rest, and motion is activated only by the forcing function. The plotted fig-
ures represent the time history of the centre point of the panel. Results are plotted for
different values of r, €, and P, = 20 as shown in Figs. 2, 3,4, 5 and 6. The vibrational
motion shows two frequencies: one is faster and another is slower beating frequency.
The amplitude of vibration increases and reaches to a maximum value when the forc-
ing frequency approaches the linear resonance frequency and the beating frequency
gradually decreases. The pattern of the beating frequency is distorted and consid-
erably different from a simple sine wave as €, = 0 is reaches its critical value. The
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maximum amplitude achieved suddenly drops, and the beating frequency increases
as the critical value of e, = 0 is passed. The pattern is same for all values of aspect
ratio r. Increasing aspect ratio of the aircraft panel acts to increase the fundamental
frequency and decreases beating frequency, amplitude and the value of ¢,,.

4 Conclusions

In this paper, the oscillations of a thin clamped rectangular aircraft panels, which are
excited by a convective pressure wave, have been considered. It has been observed
that change in aspect ratio plays an important role in the vibration of plate. Increasing
aspect ratio of the rectangular aircraft panel basically acts to increase the fundamen-
tal frequency of the clamped panel. A phenomenon of nonlinear resonance has been
shown to occur when the forcing frequency is close to the frequency of the first lin-
ear mode of the panel. Increasing aspect ratio of the aircraft panel fundamentally
acts to stimulate higher modes of vibration and has the overall effect of increasing
the frequency of the plate oscillation. Increasing aspect ratio of the aircraft panel
acts to increase the fundamental frequency and decreases beating frequency, ampli-
tude and the value of ¢,. The vibration is categorized by a high-frequency vibration
linked with the forcing and a beating frequency. The present results may be useful in
explaining the complex limit cycle oscillations witnessed on aircraft panels in flight.
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Experimental Validation of the Structural
Integrity of a CFRP Aircraft Fuselage

R. Gopikrishna, R.S. Rawat, R. Girish, K. Kishore Kumar
and P.S.R. Anjaneyulu

1 Introduction

The fuselage represents the main body of any aerial vehicle. With the advancements
in the design and manufacturing of composite materials, the design material of any
fuselage is slowly being replaced from metallic to composite material. In recent
times, the cross section of an aircraft fuselage ranges from the conventional circle
up to a wide variety of other shapes. Carbon fibre-reinforced plastic (CFRP) and
glass fibre-reinforced plastic (GFRP) are two most common composite materials
used in current times [1]. The fuselage shell is chiefly made of CFRP material with
aluminium bulkheads. GFRP is also used locally for sections like hatch covers,
cockpit windows and so on. The testing of any design involving composite
materials becomes mandatory, as the properties of composites show a wide amount
of variation from the sample and coupon level results. Unlike testing of metallic
sections, the structural testing of composite fuselage poses a real challenge. The
structural integrity of the composite fuselage design will nevertheless require
experimental validation of the design. The fuselage design needs to be validated for
a variety of load cases, where it experiences as a part of its flight envelope. Fur-
thermore, loads due to landing, loads from empennage and local loads from fuel
tank and stores also need to be simulated during the experimental validation pro-
cess. The details of the structural integrity validation test carried out on a composite
fuselage of an aircraft are presented in this work.
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Fig. 1 Schematic of the fuselage test set-up

2 Test Loads

The manoeuvring envelope dictates the critical testing cases for the composite
fuselage. These cases may occur during take-off, landing, cruise, climb or turn of
the aircraft. The acceleration levels along pitch, yaw or roll axis during any of these
flight cases lead to distribution of forces along the fuselage. The continuous force
distribution results in a bending moment profile along the length of the fuselage for
each load case. The simulation of the bending moment profile at a ground test
facility is achieved by applying discrete loads along the length of the fuselage.
Figure 1 shows the distributed loads along the fuselage and on the empennage
simulator for one of the test load cases. The test load case shown here corresponds
to landing case of the aircraft with acceleration of 2.5 g about the yaw axis.
Thirteen loads ranging from 50 kgf to 1000 kgf are applied on the fuselage to
simulate the bending moment profile experienced during this load case.

3 Experimental Set-up

The main challenges of testing include simulation of the actual boundary conditions
and actual test loads. Unlike metallic section testing, loads could not be applied on
the composite fuselage using polyester slings. This is because there are chances of
local failure due to non-uniform load distribution from the polyester slings. This
hurdle was overcome by using wooden formats with cushions made of felt material.
The formats were custom-made to match the contour and cross section of the
fuselage at each load point. The aerodynamic force acting at the centre of pressure
of the horizontal and vertical tails is usually transferred to the fuselage through the
attachments. These loads were also simulated and applied during the test. Figure 1
shows a schematic of the test set-up with the various loads applied. The aircraft
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Reaction frame for fuselage attachment

Wing Attachment Surfaces Fuselage

Fig. 2 Boundary condition details

fuselage was fixed at the wing attachment surfaces. Figure 2 shows the details of
boundary conditions. The entire fuselage was suspended at these surfaces; there-
fore, the entire reaction loads occurred at these attachment surfaces.

4 Instrumentation Involved

Any experiment is futile without the aid of proper instrumentation. The input
parameters need to be controlled, and the output parameters need to be recorded
during the test. Load cells and pressure transducers were used to control the input
parameters. Hydraulic actuation systems were applied the necessary loads on the
fuselage. Strain gages and linear variable displacement transducers (LVDTs) were
used to measure and record the output strains and deflections during the experiment.
Fifteen rectangular rosette strain gages were bonded on both the port (PS) and
starboard (SB) sides of the fuselage body. Strain gages used for composite materials
are different from those that are used for metallic sections [2]. Composite materials
are bad conductors of heat; as a result, the strain gage bonded area gets heated up
locally causing errors in the strain measurement. This problem was overcome by
using self-temperature compensation gages with higher gage length and also low
excitation voltage as input to the gage [3]. Figure 3 shows few strain gages bonded
on the composite section during the test. Twenty LVDTs were used along the length
of the fuselage to capture the entire fuselage deflection for the applied loads.
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Fig. 3 Strain gages bonded
on the fuselage

5 Necessary Precautions for Testing of Composite Section

1. The loading polyester slings are to be replaced with wooden formats to ensure

uniform distribution of applied load

Non-destructive evaluation prior to the load test to detect zones of delamination

and other defects during manufacturing of the section

Surface preparation of composite material without causing fibre damage

Alignment and bonding of strain gage channels along and across fibre directions

Low excitation voltage as input for the strain gage—about 2VDC [4]

Flatness and finish of the surface at the points of LVDT contact to avoid picking

up of local manufacturing defects

7. Load cycling of 0-10-20%-10-0 twice prior to the actual test to relieve slackness
in the test set-up and to ensure functioning of the instrumentation.

N

oSNk w

6 Results and Discussion

The fuselage was subjected to three load cases as a part of the structural qualifi-
cation tests. The natural frequency of the fuselage was measured and compared
before and after each test case. The variation in natural frequency between the data
before and after the test was observed to be less than 1 Hz, for each case. This
denotes that the composite fuselage did not undergo any major change with respect
to its mass and stiffness [5]. Strains and deflections were monitored during each
load case with a sample rate of 5 samples per second. Hottinger Baldwin
Messtechnik (HBM) MGCplus was used as data acquisition module for all strain
gage based and displacement measurements [6]. The maximum test loads applied
during each load case corresponded to 80% of the design load of that particular
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Fig. 4 Experimental test set-up of fuselage

case. The photograph of the test set-up for load case corresponding to +2.5 g during
landing is shown in Fig. 4.

The failure strains of carbon composite material are about 9000 pe, while that of
glass fibre composite is 7000 pe. The overall maximum strain measured during
+2.5 g load case during landing was 866 pe. The corresponding maximum
deflection was 29.73 mm at rear tip of the fuselage, along the yaw axis. During the
+2 g case corresponding to cruise flight, an overall maximum of 1415 pe was
measured at the same location as earlier, with a maximum deflection of 41.74 mm
along the pitch axis. The third case corresponding to —1.5 g during cruise was
recorded an overall maximum of 322 pe with a maximum deflection of 23.42 mm
along the yaw axis. The qualification of the fuselage structure not only demands
that the maximum measured strains be less than the failure strains of the material
but also requires that the behaviour of strain gages is linear throughout the load
application cycle. This was observed from the strain variation plots, one of which is
shown in Fig. 5 corresponding to +2.5 g during landing. Furthermore, permanent
strains measured after releasing the loads during each case were within the
allowable 10% of maximum measured strain limit.

The necessary conditions for qualifying the fuselage structure were met for all
the three load cases. The design and fabrication of the composite fuselage was
validated for different load cases encountered during its life cycle.
A non-destructive evaluation (NDE) of the fuselage after the completion of all the
load cases was carried out to verify the health of the fuselage for the presence of
defects, before approving its design and fabrication.
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Fig. 5 Variation of strains with applied load

7 Conclusion

Structural testing of any fuselage is as important as the design of the fuselage itself.
The simulation of different load cases was successfully achieved, taking necessary
precautions for testing of composite structures. The fuselage has very high factors
over the failure strain of the composite material. The fuselage may seem
over-designed, but owing to the uncertainties in the fabrication of any composite
structure, it is acceptable to maintain high design factors. The deflections recorded
were a measure of the flexibility of the fuselage as a whole. The simulation of the
bending moment profile using as many discrete loads as possible was helped in
reproducing the loading conditions corresponding to the FE analysis. Strain mea-
surement at many locations paved the way to judge the health of the fuselage
structure during the application of the loads. The maximum of the strains of all the
load cases on the composite material was less than the failure strain of the material,
thereby ensuring that the fuselage has withstood the landing and flight loads
without any visual failure.
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Effect of Natural Frequency of Slender
Structure on VIV at Higher Reynolds
Numbers

Rahul Jadhav, P.R. Maiti and Sabita Madhvi Singh

1 Introduction

Vortex-induced vibration arises in many engineering applications such as civil,
mechanical, aerospace, ocean engineering. Flow-induced vibrations are complex
and complicated involving coupling between structural and fluid dynamics. This
vibration has a substantial influence on the fatigue life of structures and may even
have disastrous consequences. Interest in predicting this vibration is rapidly
growing. If we know the formation of the vortices which usually occupies a
compact region behind structure, we can determine the entire flow in the case of an
incompressible fluid. The alternate shedding of vortex from structure causes it to
vibrate. When frequency of vortex shedding is close to natural frequency of
structure, structure oscillates at higher amplitude. The drag and lift forces are
fluctuating when vortex-induced vibration is observed.

Many researchers have carried out experimental as well as numerical studies on
vortex-induced vibrations of bluff bodies over the past few decades in this prospect.
Belloli et al. [1] carried out experiments in wind tunnel on circular cylinder at
Reynolds numbers ranging from 1.5 x 10° to 6 x 10> to compare characteristics
of VIV in post critical flow regime with subcritical regime. Stappenbelt and
Johnstone [8] investigated circular pivoted cylinder in flow channel to understand
the influence of Reynolds number on VIV. An experiment on VIV of two cylinders
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in tandem arrangement was conducted by Huera-Huarte and Bearman [6]. Their
results show that at higher reduced velocities response of cylinders depends on the
aspect ratio.

Han et al. [5] carried out numerical simulation of circular cylinder to study the
effect of natural frequency of structure on VIV of cylinder. Mittal and Kumar [4]
used space—time finite element method to investigate vortex-induced vibration of
cylinder at Re in range of 10°~10*. Cui et al. [2] carried out numerical simulation on
force and free oscillating cylinder in cross-flow at Re = 100. Result was compared
with different numerical techniques, and response of cylinder was investigated over
wide range of reduce velocities. Pan et al. [7] simulated VIV of cylinder at low
mass-damping ratio numerically using SST k-o turbulence model of RANS code.
Author discussed about disturbances affecting observation and appearance of upper
branch in experiments.

Present study is based on simulation of circular cylinder in cross-flow carried out
at higher Reynolds numbers in unsteady flow. In this study, an attempt has been
made to get an insight into the effect of natural frequency of structure VIV cylin-
drical structure in two-dimensional unsteady flow. For this purpose, k-¢ model
based on RANS equations is used in Fluent.

2  Governing Equations of Fluid Domain

2.1 Conservation of Momentum

The momentum equation for the incompressible fluid flow is

ou

1
5 * - Vu= —;VP +uvVu. (1)

2.2 Continuity Equation

The mass conservation theory states that the mass will remain constant over time in
a closed system.

dp  dpu)  pv)  dpw)

=S 2
or " ox dy 0z @)

where the source S,, is the mass added to the system and any user-defined sources.
The density of the fluid is p, and the flow of mass in x, y and z direction is u, v and w.
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2.3 RANS Equation

Turbulent model is needed to solve modified set of transport equation by intro-
ducing average and fluctuating components. This is Reynolds average Navier—
Stokes (RANS) equation.

op  Opu;
— + — =0, 5
ot + 0xj ( )

dpu; + opUil) _ 0_p+ oz —pUiU;)

or o, o T ©)
where T = molecular stress tensor (including both normal and shear components of
the stress).

RANS equations are the time-averaged equations of motion of fluid flow. Two of
the most popular models of the RANS are the k-¢ model and k- model. The
realizable k-e model is used for present study.

2.4 k- Model

This two-equation model is based on model transport equation for turbulent kinetic
energy (k) and its dissipation rate (¢). In k-e model, it is assumed that the flow is
fully turbulent and the effects of molecular viscosity are negligible. The modelled
transport equations for k and ¢ in the realizable k-e model are

opk  d(pku;j) 0 U\ ok
ok = O (py ) & —oe-Y 7
o T oy oy v+ 2%) ag| TORTOrmoe—YutSi (7)

0 dpeu;) 0 0 2
(pe) | dpew;) [(y+'ut)—€}+pC1SE—6C287+C1£EC3EG1,+SE,

ot 0x; - 0x; o€/ Ox; k++/ve k
(8)
where
k
C) =max [0.43, L]; n=S-; S=./25;S;. )
n+5 €
Gy generation of turbulence kinetic energy due to the mean velocity

gradients,
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G, generation of turbulence kinetic energy due to buoyancy,

Y contribution of the fluctuating dilatation in compressible turbulence to
the overall dissipation rate.

C, and C;,. constant where C;, = 1.44 and C, = 1.9.

or and o,  turbulent Prandtl numbers (6, = 1 and o, = 1.2).

Sy and S,  user-defined source terms.

2.5 Governing Equation of Motion of Structure

Response of cylinder subjected to VIV is calculated by solving equation of motion
as,
Py

mﬁ +Ky=Fy, (10)

where

y  amplitude of cylinder in transverse direction.
K structural stiffness of cylinder.
F, lift force on cylinder.

The unsteady flow field is solved using Fluent (CFD code) based on a finite
volume method (FVM). Cylinder oscillation is simulated by a user-define function
(UDF). Pressure-velocity coupled equations are solved by SIMPLE algorithm. The
implicit first-order scheme is used for transient terms. Second-order upwind
schemes for k and & transport equation are used. Second-order upwind scheme is
used for convective terms in momentum equation.

3 Computational Domain and Grid Formation

The entire computational domain of fluid of size 35 D X 20 D is used for simu-
lation where the diameter of cylinder is D as shown in Fig. 1. Only single degree of
freedom is allowed in VIV of cylinder. Finer mesh near cylinder region as shown in
Fig. 2 is used to obtain more accurate result. Remaining flow domain is divided into
uniform size mesh comparatively larger size to reduce computational time.
Boundary conditions used in Fluent for VIV problem are Inlet, outlet, wall and
symmetry. Inlet boundary condition: (1) allows fluid to enter in domain at specified
velocity at inlet. Outlet boundary condition: (2) allows exit of fluid out of the
domain. Wall boundary condition: (3) confines fluid flow in domain i.e. no slip
boundary condition. Symmetry boundary condition: (4) is use to specify that no
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Fig. 1 Numerical set-up (two-dimensional flow domain)
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Fig. 2 a Computational mesh used for numerical simulation b Mesh near cylinder

flow occurs across the plane. Rigid motion of cylinder and deforming grid is
simulated using user-defined function (UDF) and smoothening and re-meshing.

4 Vortex-Induced Vibration of Circular Cylinder

In this part, effect of natural frequency of structure on vortex-induced vibration is
studied. For this purpose, a single cylinder is simulated in cross-flow and natural fre-
quency is varied from the 0.05 Hz to 8 Hz. Simulation is carried outat Re = 5 x 10°,
15 x 10*and 50 x 10* Resultis obtained and presented in Table 1. Response of Cp
and C,, with respect to time is given in Fig. 3.

It can be seen from Fig. 3 that behaviour Cp and C; of cylinder varies with
respect to natural frequency. The Strouhal frequency response for different natural
frequency of structure is plotted in Fig. 4.

It can be seen from Fig. 4 that when cylinder of higher structural natural fre-
quency is subjected to cross-flow in unsteady condition at upper subcritical regime;
the vortex shedding frequency f is less affected and shows constant behaviour.
Whereas at Reynolds number in critical regime, there is steady increment f
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Fig. 3 Drag coefficient Cp and lift coefficient C; versus time

observed. The above graph is useful for finding frequency ratio f* as it signifies
lock-in region, i.e. condition at which response of cylinder in flow-induced
vibration’s drag force and lift force are maximum on given bluff body.

Frequency ratio and Cp, C;,

After calculating frequency ratio f', drag force and lift force coefficients are plotted
against f and presented in Fig. 5.
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Fig. 3 (continued)

It is seen from Fig. 5 that drag and lift force coefficients are higher when f" is
near to unity. Cross-oscillation of the cylinder is maximum range f* varies from
0.88 to 0.98 indicating condition at which Strouhal frequency fy and natural fre-
quency f,, are nearly equal (Fig. 6).

Frequency ratio f and reduced velocity U,

U, is plotted against f*, and reduce velocity range found out to be varying from 4 to
8. Results obtained are in good agreement with results from experiment conducted
by Feng.

Wake formation behind cylinder

Figures 7 and 8 show vortices shed by the cylinder in cross-fluid flow. The figure
shows transition in vortex shedding by changing natural frequency of structure.

It can be seen from Fig. 7 that when frequency ratio f  is not close to unity,
vortex street formed has two separate distinguishing tails of nearly equal strength in
vorticity preventing from alternative shedding of vortices. Thus, drag and lift
responses for the lower frequencies are less. When structure enters in lock-in zone,
well-defined alternating vortices are observed in Figs. 7 and 8. In these conditions,
Cp and C; on circular cylinder surface and amplitude of oscillation are higher. At
higher frequency f,,, lock-in zone is observed in critical flow regime and can be seen
in Fig. 8. Depending on natural frequency of cylinder, length at which alternating
shedding of vortices takes place varies.
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Fig. 8 Vorticity behind cylinder for different natural frequency and Reynolds numbers
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5 Conclusion

Vortex-induced vibration phenomenon induces fatigue damage in structures such as
underwater pipeline, cables, stacks. Hence, study of VIV for structural safety is
important. In present work, effect of natural frequency of structure on its
vortex-induced vibration is studied. Two-dimensional RANS equation with k-e
model is used for computation in Fluent. Numerical analysis of cylinder shows that
maximum response occurs at frequency ratio ranging from 0.88 to 0.98. This zone
is referred as lock-in zone. Numerical analysis shows that frequency ratio is close to
unity when reduce velocity (U,) ranging from 4-10. These results are in good
agreement with results obtained from experiment conducted by Feng [3]. Vortex
shedding pattern generated behind cylinder varies depending on natural frequency
of structure at given Re. At lock-in zone, a clear alternate shedding of vortices is
observed.
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Evaluation of Vibration of a Crankshaft
and a Driveshaft Using FEM

Apoorv Rathi, Joy Banerjee, Anurag Dixit, R.K. Misra and H.S. Mali

1 Introduction

All automobiles have a crankshaft for converting the reciprocating motion of the
piston into the rotary motion and a driveshaft for power transmission from engine to
wheels. Metals have much lower strength, specific stiffness and strength to weight
ratio as compared to composites, as a result, metals have much more weight as
compared to composites [1]. In recent days, there has been a huge demand for
lightweight materials in which composites seems to be a promising solution to this
arising demand [2]. Weight reduction of the driveshaft and crankshaft results in the
general weight reduction of the vehicle and is a highly desirable goal for better
efficiency as there is a direct proportionality between weight of car and its fuel
consumption.
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Crankshaft is one of the analytical components of an internal combustion engine,
failure of which may turn into disfunction of the engine [3]. It possesses compli-
cated geometry and while being in operation experiences irregular loading pattern.
It converts the reciprocating displacement of the piston into a rotary motion of the
crank. The most common factors responsible for the failure of the crankshaft are
repeated bending (o) and shear stresses (t), which it experiences due to its own
frequency and resulting deformation, generated during the rotatory motion of the
crankshaft [4]. A driveshaft is a mechanical component that is used for transmission
of torque and power between engine and rear wheels and is used to connect other
components of a drive train that cannot be connected directly because of distance or
the need to allow for relative movement between them [5].

Recent developments in the applications of composite materials have shown that a
composite material structural member, if used in power transmission, can be of great
assistance in overcoming many of the problems faced with conventional driveshafts.
The problems mainly are low values of stiffness and strength, heavier weight, low
corrosion resistance and less damping capacity as compared to that of composite
materials [6]. They are subjected to shear stress (t) and torsion (T) due to rotation, and
must therefore be strong enough to bear these stresses. Also in the case of crankshaft,
the reduction in weight can be a drastic factor for improvements in efficiency as it
eases the load on the piston. Due to less weight of alloys and composites, they can
surely be an alternative in place of conventional ongoing materials.

The present study focuses on identifying an alternate material for crankshaft and
driveshaft by performing vibrational analysis of the FE models created using
dimensions from previous studies [7-10] of crankshaft and driveshaft using
ANSYS. Maximum deformation (8) and natural frequency (®,) were determined
from the analysis, and alternative material has been proposed from the results.

2 Modelling of Crankshaft and Driveshaft

The FE models of crankshaft and driveshaft were prepared using commercial
software CATIA V5, in which dimensions of both the models were obtained from
previous literatures. Tables 1 and 2 illustrate the parameters of crankshaft and
driveshaft used in the modelling and their respective values.

Table 1 Dimension of the

Parameter Value (mm)
FE model of crankshaft - -

Crank pin radius (r) 22.6

Crank web thickness (t) 21.336

Shaft diameter (d) 34.925

Main journal diameter (D) 49

Crank pin axial length (1) 43.6

Main journal axial length (L) 40
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3 Finite Element Analysis

For the complex problems of design and analysis, the most useful tool available to
engineers is finite element analysis. Its success rate has always been increasing
since its origin. Elements are the several small parts formed by dividing the body
for examination. It is an approximate medium but also the successful one. In order
to obtain accurate values of & and ®, in the FE analysis, automatic meshing
technique was used. In order to achieve accurate results from the analysis, the
loading and boundary conditions were taken as in the case of real-life situations.
The crankshaft was given a cylindrical support on both ends at the journals and was
fixed in the radial and axial planes, to restrict its movement in these directions and
free in the tangential direction to facilitate its movement while being in rotational
motion at 4500 rpm. In case of driveshaft, one end was fixed, and speed (N) of
3000 rpm was given to the model. The schematics of the FE models of crankshaft
and driveshaft with loading and boundary conditions are shown in Figs. 1 and 2.

Table 2 Dimension of the

: Parameter Value (mm)
FE model of driveshaft Outer diameter (D) 9%
Inner diameter (D;) 83.36
Length (L) 1250

Fig. 1 FE model of crankshaft with loading and boundary conditions
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4 Material and Definition

In the present investigation, five different types of materials have been used—two
metals, steel and gray cast iron, an alloy of titanium and two composites namely
E-glass/epoxy unidirectional composite and carbon/epoxy unidirectional compos-
ite. Table 3 shows the mechanical properties of metals and alloys, and Table 4
shows the mechanical properties of composites. Steel is being used for manufac-
turing of both driveshaft and crankshaft from a long time due to low cost and easy
availability in the market and good corrosion resistance. Gray cast iron is not used
for manufacturing moving engine components due to its brittle and corrosive nat-
ure. It has been included in the present study in order to compare it with the present
material being used as it was the manufacturing material for crankshaft in the earlier
times of automobile industry. Composites and alloys being the material of the new
age have been accommodated in the study to identify an alternative of steel. Table 3
and 4 shows the mechanical and engineering properties of materials being used in
the analysis.

5 Results and Discussion

This section focuses on the analysis of crankshaft and driveshaft. The present
modelling scheme was executed using solid conventional model. As expected, the
maximum deflection for the driveshaft occurred at the free end for every material
whereas for the crankshaft the point of maximum deflection remained constant for
every single mode of vibration with different material assigned. The natural fre-
quency kept increasing with every passing mode of vibration for all materials.
Figures 3 and 4, 5, 6, 7 show the natural frequency (®,) and deformation (8) of
crankshaft for different materials obtained at mode 1 after conducting the modal
analysis. Figures 8, 9, 10, 11 and 12 show the o, and & of driveshaft for different
materials obtained at mode 1 after conducting the modal analysis.

Table 3 MFChaﬂilcal {alloy MewlAlloy E(GPa) v
Tt t
properties of metals and alloy Steel 200 03
Gray cast iron 110 0.28
Titanium alloy 96 0.36
Tableé.l Engineering Property Carbon/epoxy E-glass/epoxy
properties of carbon and E.. (GP 121 5
E-glass fiber epoxy 11 (GPa)
E22 = E33 (GPa) 8.6 10
G12 = G23 (GPa) 4.7 5
Vj2 0.27 0.2
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Fig. 3 Natural frequency (w,) and total deformation (8) of steel at mode 1
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Fig. 4 Natural frequency (w,) and total deformation (8) of gray cast iron at mode 1
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Fig. 5 Natural frequency (w,) and total deformation (8) of titanium alloy at mode 1
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Fig. 6 Natural frequency (o,) and total deformation (8) of E-glass/epoxy at mode 1
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Fig. 7 Natural frequency (®,) and deformation (8) of carbon/epoxy UD 230 GPa at mode 1

Fig. 8 Natural frequency (o,) and total deformation (§) of steel at mode 1




248 A. Rathi et al.

Fig. 9 Natural frequency (o,) and deformation (8) of gray cast iron at mode 1

Fig. 10 Natural frequency (®,) and deformation (8) of titanium alloy at mode 1
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Fig. 11 Natural frequency (®,) and deformation (8) of carbon/epoxy at mode 1

Fig. 12 Natural frequency (®,) and deformation (8) of E-glass/epoxy at mode 1
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6 Parametric Studies

A parametric study has been carried out with the aim to compare and find out the
most effective and suitable material by evaluating the difference in weight (W),
natural frequency o, and deformation d.

6.1 Weight Comparison (W)

Weight is one of the most important deciding factor for a selection of a material for
a particular job. In this case, more weight will result in difficult operation, decrease
in efficiency due to increase in overall kerb weight. The comparison for all the
different materials was made for both the crankshaft as well as driveshaft and shown
in Figs. 13 and 14. The weight of steel was found to be the maximum, valuing at
8.87 and 15.108 kg among all the materials for both crankshaft and the driveshaft
followed by gray cast iron (8.13 and 13.587 kg), titanium alloy (5.22 and 8.89 kg),
E-glass/epoxy UD and carbon/epoxy UD 230 GPa, respectively.

Fig. 13 Weight comparison 16
(W) of different materials for

crankshaft 14
12
10

8

6

4

2

0
Structu  Grey  Titanium Carbon
ral Cast Alloy glass
Steel Iron

Fnass 15.108 13.857 8.8514 3.84 28676
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Fig. 14 Weight comparison

(W) of different materials for S
driveshaft 8
7
6
5
4
3
2
1
Structural Grey Titanium Epoxy E

steel Cast alloy carbon glass

Iron {UD) Epoxy

230Gpz  (UD)

- Mass  8.8713 8.1367 5.2211 16838 22602

6.2 Natural Frequency (w,)

Natural frequency (w,) of a component should always be less than its resonant
frequency in order to keep the motion in control and prevent any break in operation
and catastrophic failures. The frequency of a machine part is also affected by the
material it is made up of—geometry of the component, boundary conditions and
operating conditions. The imbalance or disproportion present in the driveshaft can be
improved by using lighter weight material. If the imbalance still persists, it can have
an influence on the driveshaft critical speed (N at which the driveshaft will resonate
and begin to vibrate vigorously). Driveshaft and crankshaft of different materials
were simulated, and their natural frequency were obtained. The natural frequency at
different modes and for different materials was found to be increasing with every
passing mode, and o, of composite material was found to be lowest followed by
alloy and metals, respectively, at each mode as shown in Figs. 15 and 16.

6.3 Deformation ()

The deformation (8) of metals and alloy was found out to be lesser than that of
composites, among which carbon/epoxy had the highest deformation followed by
E-glass/epoxy, titanium alloy, gray cast iron and steel, respectively, as shown in
Figs. 17 and 18. Larger d in composites can be of advantage in case of driveshaft,
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Fig. 15 Natural frequency (o,) of materials at different modes of a driveshaft
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Fig. 16 Natural frequency (o,) of materials at different modes of a crankshaft
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Fig. 18 Deflection () at different modes for materials for a driveshaft

where flexibility is a required characteristic but is a matter of disadvantage in case
of crankshaft as large amount of deflection can lead to striking of crankshaft with
the crankcase leading to abruption in functioning of the transmission system.

7 Conclusion

In this study, m, and & of a driveshaft as well as of a crankshaft for different metals,
alloys and composites have been calculated and simulated using a finite element
software ANSYS and designed using CATIA V5. The following significant con-
clusions from the results obtained were drawn:

(I 9 in the composites was the maximum followed by the alloy and finally the
metals which showed the least deflection. (II) w,, which needs to be as least as
possible so as to obtain maximum possible difference from the resonant frequency,
was found out to be least in E-glass/epoxy followed by carbon UD, titanium alloy,
gray cast iron and finally structural steel with the maximum. (III) As crankshaft
functions in a crankcase with specific dimensions, & more than desired will alter the
functioning and hence composites will not serve the purpose as they have high o.
Hence, titanium alloy is the best option as it easily outperformed structural steel as
the base material for the crankshaft. Considering the price factor compared to the
steel, it can be used as an alternate material for the manufacturing. (IV) In case of
driveshaft, carbon UD composites showed the best results and can be used for
current and future manufacturing as it has the best strength to weight ratio and will
provide sufficient damping as well.
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Magnetic Analysis of an Electromagnetic
Band Brake (EMBB)

Anupam Tiwari, Jayanta Sinha, Vishakha Baghel, Gouresh Sood
and Aayushi Agrawal

1 Introduction

The basic problem is to analyze the reasons of an ineffective electromagnetic
braking system of the legacy Russian weapon system used in the Pechora missile
launcher as an electromagnetic band brake. Russian weapon system used in Pechora
missile launcher is a support structure for launching a surface to air missile
(SAM-3). The electromagnetic band brake is designed to hold the Pechora missile
launcher’s beam in azimuth as well as elevation angles.

Electromagnetic band brakes follow the working principle of solenoid actuators,
used in braking systems to pick up 12 kgf weights and hold 30 kgf weights. They
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are being used to manage valves with compressed air. Solenoid is a type of
electromagnet where controlled magnetic field is generated when electricity is
supplied to the conducting copper coil, and this phenomena helps in moving the
load attached to the iron core. Actuator is a mechanical instrument that shifts the
inner workings of the air valves. A general solenoid actuator carries the following
parts such as coil, armature, spring, and stem [1, 2]. It can be equally run by air and
electricity. Electricity is externally provided to the coil. The spring is retained on the
armature to retain it down. The armature moves up and down inside the coil and
transmits its gesture from the stem to the valve. As the current is being passed in the
coil, a magnetic field is generated around it. The so-called magnetic field formed
yanks the armature to the center of the coil. The upward movement of the armature
causes the spring to compress and the valves to get opened. As soon as the current
flow ceases, the very reverse of this happens. As without the magnetic field
armature moves down, and so the spring expands thus closing the valve. The most
vital benefit of the solenoid actuators or EMBB is their quick processing. Solenoid
actuators carry a few demerits. They have either a fully opened or a fully closed
position, and solenoid actuators don’t produce much force, hence cannot be used in
large valves. The usage of solenoid actuator is extensive in all kinds of machinery
and even in vehicles in the form of brake actuator [3]. The electric current density is
the amount of electric current flowing per unit cross-sectional area of a material.
The magnetic flux density of a magnet is also called “B field” or “magnetic
induction”. It is measured in tesla (SI unit) or gauss (10 000 gauss = 1 T) [4]
(Fig. 1).

Fig. 1 Schematic solid 2 6 2
works model of an EMBB ?

All Dimensions are — AIRGAP

in Centimeters
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Table 1 Problem specifications of the model

1 Simulation tool ANSYS mechanical APDL 14.5

2 Applicable ANSYS products ANSYS multiphyscis, ANSYS Emag, ANSYS ED
3 Discipline Electromagnetic

4 Analysis type Linear static

5 Element type PLANEI13

6 Element behavior Axisymmetry

7 Loads Current density

8 Meshing Fine meshing

9 ANSYS features demonstrated Axisymmetry, magnetic field intensity vector plots

EMBB is electromagnetic equipment, so its analysis is performed using ANSYS
mechanical APDL version 14.5 as explained in methodology. For analysis, the
model is considered to be linear (follows the principle of superposition and
homogeneity) and static (position of equipment is considered constant throughout
the simulation) [5]. The outcome of the simulation elaborates the magnetic flux
lines, the magnetic field intensity vector plots, and the magnetic flux density inside
the EMBB. First thing is to understand the problem specifications for this project as
explained in Table 1.

2 Methodology

2.1 Design and Processing

Methodology adopted in electromagnetic analysis of EMBB can be explained with
the help of a process flow diagram as shown in Fig. 2.

Initial step in electromagnetic analysis is the formation/development of geometry
of EMBB. At this stage, key points are created which is X, Y, Z coordinates of the
point in a three-dimensional plane, and these points are considered according to the
measurements of the EMBB as shown in Fig. 1. Key points are joined in specific
manner to create areas Al for air gap, A2 for iron, and A3 for copper coil [6]. By
this a close spaces/areas are created in order to perform required mechanical
analysis as shown in Fig. 3. The light blue color space depicts air gap, dark blue
color region is for iron core, and red color is for copper coil.

In electromagnetic analysis material properties are the relative permeability of the
material. So, once basic geometry is ready, thereafter material properties are
assigned Al as M1, A2 as M2, and A3 as M3 material property where Al, A2, and
A3 are areas for air, iron core, and copper coil, respectively, and M1, M2, and M3 are
the value of relative permeability for the various materials as shown in Table 2 [7].

Second part of the analysis is to finely mesh the developed model and analyze
the degree of correctness of the results and post-processing. Prior to meshing ele-
ment type is defined as PLANE13, considering it to be a lower order element, and
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Fig. 3 EMBB model
showing areas

Table 2 Material properties N, Material (area) Relative permeability
Air (A1) 1 (M1
. Iron (A2) 1000 (M2)
3. Copper coil (A3) 1 (M3)

Quad 4-node 13 is selected as magnetic vector and element behavior as axisym-
metric. For the purpose of this research, meshing is done considering the element
edge length to be 0.25 as shown in Fig. 4.

Third stage of simulation is to apply the necessary loads. Since it is an elec-
tromagnetic equipment, so magnetic excitation of copper coil will be considered as
load. And as a measure of this, current density is the load applied onto the model for
the purpose of simulation, and this is calculated as follows.

Voltage applied to EMBB is 26 V. The resistance of full copper coil is 12.5 Q.

V=I*R (Ohm's law) (1)
I=V/R (2)
1=26/12.5=2.08A

Current (/) =2.08 A and as number of turns of the coils is 1191, so current per
unit turn is 1.7 x 10~ A/turn. Coil is of circular cross section with a diameter
0.72 mm, i.e., the radius of the coil is 0.36 mm. Therefore, the area of the coil is
0.40715 mm?. Hence, area of the full copper coil (1191 turns) is 4.849 x 10™* m?
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Fig. 4 Model showing meshed areas

Current density is defined as the electric current per unit area of cross section, so it
is calculated as 4176.50 A/m>. Also, a parallel flux field solution is obtained by
applying the perimeter boundary conditions. The boundary conditions are assumed
so that flux does not leak out of the iron at the perimeter of the model.

Fourth stage is the solution of the simulation and modeling. At this step, solution
at each key point is obtained. Finite element method (FEM) is adopted for solving
the stiffness matrix. Solution is found based on the material properties and the
applied loads.

Based on solution, results and post-processing is performed where magnetic flux
lines, magnetic field intensity vector plots, and magnitude of magnetic flux density
is plotted and analyzed.

2.2 Results and Post-Processing

The results of analysis are carried out for the variation in the magnetic field dis-
tribution against voltage. For the given input voltage 26 V and resistance 12.5 €,
the following results have been obtained.

In Fig. 5, magnetic flux lines show the distribution of magnetic flux inside the
EMBB. Non-uniform flux lines are observed in the upper part of the equipment,
whereas uniformity can be visualized in the bottom part of the equipment, also
density of flux lines varies inside, i.e., at some places large amount of electro-
magnetic field is present and at other the field strength is visualized as depleting
because of the long duration usage of the equipment.
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Fig. 5 Magnetic flux lines pattern of EMBB for voltage (V) = 26 V and current (I) = 2.08 A

Fig. 6 Magnetic field
intensity vector plot for
voltage (V) = 26 V and
current (I) = 2.08 A

In Fig. 6, magnetic vector plot shows the magnitude, distribution, and direction
of the electromagnetic field inside the EMBB. The head of the arrows show the
direction of the field, and their respective color and its magnitude shows the
magnetic field strength at that point inside the equipment. The direction of field is
outward to inward with its maximum strength being depicted by the red color
arrows whose numerical value can be referred from the legend as 0.159E-03.
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Strength (number of arrows) of the arrows is less in the bottom outer region and is
more in the upper region, so non-uniformity is analyzed in electromagnetic field.

Figure 7 depicts the magnitude of the magnetic flux density. This shows the
strength of the magnetic field at a given point as shown by red color with maximum
value 0.173E-03 and minimum value of flux density is 0.419E-09, i.e., non-uniform
magnetic flux density distribution is observed inside the EMBB as the equipment is
used for such a long time that the permeability property of the iron core has been
depleted due to which the EMBB is unable to perform its required function of
holding the launcher’s beam.

From the above observation, it is believed that increasing those limits, i.e.,
current and voltage supply will enable the EMBB works more accurately and as the
magnetic flux increases between the iron core and copper coil of the EMBB, more
electromagnetic energy can be achieved [8].

Also, it will be able to analyze and predict the magnetic field intensity. Magnetic
field of a solenoid can be expressed as given in Eq. (3) [9, 10].

IN
B= ﬂT Tesla (3)

So to increase voltage, power electronic devices like voltage doublers or simple
choppers circuit can be used. Voltage doublers are electronic circuit which charges
the capacitors from input voltage and switches these charges in such a way so that it
can produce twice of the exact input voltage at the output [11]. Input given to
EMBB is 26 V DC as available in the launcher and doublers produce a twice DC
voltage of input AC voltage, so a single phase inverter circuit is used which changes

Fig. 7 Magnitude of
magnetic flux density for
voltage (V) = 26 V and
current (I) = 2.08 A
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a DC input voltage to a symmetrical AC output voltage of the desired magnitude
and frequency [11]. Here the inverter works as a voltage controller which helps in
providing an appropriate AC voltage to the voltage doubler. Also a simple chopper
circuit is sufficient to serve the purpose. DC-DC converter or chopper is an elec-
tronic device that converts fixed DC input to a variable DC output voltage directly.
The output voltage of chopper is controlled by varying the conduction time of the
transistors. So by finding a suitable conduction time, the chopper’s output voltage
can be doubled as per requirement. In present analysis as chopper circuit is used to
change the voltage, so it is called voltage regulator. As per the requirement, twice
the voltage is required at the input of the EMBB, so step-up chopper is placed prior
to the EMBB.

Calculating the value of current density when voltage doublers with inverter or
simple choppers circuit is implemented keeping the resistance, number of turns and
cross-section area of coil constant. So, in this case voltage applied to EMBB is
26*2V =52V. The resistance of full copper coil is 12.5 Q. From Egs. (1) and (2)

1=52/125=4.16A

So here, current / =4.16 A and as number of turns is 1191, so current per turn is
3.49 x 1072 A/turn. Coil is of circular cross section with a diameter of coil as
0.72 mm, i.e., the radius of coil is 0.36 mm. Therefore, the area of the Coil is
0.40715 mm?®. Hence, area of full copper coil (1191 turns) is 4.849 x 107 m?
Current density for voltage doublers case is calculated as 8572.05 A/m?.

Fig. 8 Magnetic flux lines pattern of EMBB for voltage (V) = 52 V and current (I) = 4.16 A
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Fig. 9 Magnitude of
magnetic flux density for
voltage (V) = 52 V and
current (I) = 4.16 A

Electromagnetic analysis has been performed for the new value of current
density, and the following results as shown in Figs. 8 and 9 are analyzed, and it is
evident that all the parameters have been doubled by using a voltage doubler
concept which shows that the effectiveness and efficiency of the equipment can be
improved by adopting these methods.

3 Conclusions

Magnetic analysis of the model has been developed for predicting the magnetic
field distribution in the electromagnetic band brake. From the analysis of the
EMBB ANSYS simulation the following observations have been made.

1. Generated magnetic field and magnetic flux lines are not symmetrical.
2. Magnetic field lines are missing in some regions for the given input voltage.
3. Magnitude of magnetic flux density is not proper.

But after increasing the voltage, positive concurrence has been achieved. From
Figs. 8 and 9, it can be observed that magnetic field and magnetic flux density
varies appreciably with the increase in voltage. It has also been analyzed that
magnetic field intensity can be enhanced if the air gap between copper and iron is
relatively small. Also, it is evident from the results that the electromagnetic energy
has been depleted as the iron core has lost its permeability property, so as a solution
to it a new iron core can be placed by knowing its proper metallurgy. The overall
conclusion of the research work is that magnetic strength could be increased if
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voltage supplier is increased which can be done by using step-up choppers circuit or
voltage doublers with single phase inverter circuit. Also, magnetic field strength can
be increased by increasing number of turns of coil windings. For that either thin
copper coils with more number of turns or thick copper coil with less number of
turns, by keeping resistance constant, can be used.
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Experimental Evaluation of Circular
Cylindrical Shells with Cutouts Under
the Combined Effect of Structural
and Thermal Loads

S. Narendar, R. Gopikrishna, T. Srinivasa Kumar and M. Varadanam

1 Introduction

Circular cylindrical shells have vast applications in the construction of missile,
rocket, and aircraft structures [1-3]. Apart from aerospace applications, examples of
shells include pressure vessels, pipes, automobile tires, incandescent lamps, caps,
roof domes, factory or car sheds, and a variety of containers. Each of these has
walls that are curved. Such airframe sections need to be qualified at ground level to
simulate the design conditions for checking and qualifying its structural integrity.

An effort is made to design, develop, and test a cylindrical shell under a com-
bined structural and thermal load applications [4, 5].

2 Test Article Preparation

The following activities were carried out as a part of test setup and control airframe
assembly test article preparation:-

(1) Protective paints from all external and internal surfaces of the test article being
heated were removed for thermocouple bonding

(2) Temperature sensors were bonded at the designated locations on the test article

(3) All surfaces to be exposed to heat were coated with high-emissivity black paint
(emissivity = 0.94)
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(4) Bottom bulkhead and the test rig were separated by the reflective sheet adhered
onto the test rig and were not heated during the test
(5) The LVDTs were protected from heat using silica fabric.

3 Test Setup

This section describes the components of the thermo-structural test setup of circular
cylindrical airframe assembly.

3.1 Test Fixture

A special setup was designed for the thermo-structural test on cylindrical airframe
assembly. This setup was made to make sure that the bottom surface of the airframe
assembly to mate with the fixture base plate. An interface plate has been designed to
use in between shell airframe and the test rig. The heating system segments are
mounted concentrically with the airframe assembly. The radial distance between the
outer surface of airframe assembly and the inner surface of the heating system was
kept at 75 mm distance for temperature profile simulations. A schematic test setup
was shown in Fig. 1.

One 10-ton capacity single-acting actuator and one 5-ton capacity double-acting
actuators are used to simulate the desired structural loading scheme on to the
airframe assembly. These two actuators apply differential load on to the dummy
section, which will be transferred to the shell airframe assembly, which simulates
the equivalent bending moment coming on to the airframe section. These two
actuators are hydraulic type. These two loading directions are shown in Fig. 1.

Fig. 1 A Schematic test setup for thermos-structural test on a circular cylindrical shell
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Two perpendicular loads (F3 and F4) due to the thrusters are applied on of cutouts
90 deg. apart. For this load application, an in-house fixture is designed and
fabricated.

3.2 Power Controllers

For application of the controlled voltage to the heater cassettes, thyristor-based
3-phase AC power controllers are used. These controllers have a fixed input of
3-phase 415 V AC 50 Hz supply which is converted into variable 3-phase 0415 V
AC 50 Hz supply. The power controllers are capable of giving power outputs in
response to a gate voltage of 0-10 V, where 0 V corresponds to no output and 10 V
corresponds to full output. The power output varies linearly with the applied gate
voltage.

3.3 Control System

To apply a variable heat input to the test article, a control system was used. Typically
for temperature control, closed-loop control systems are used. In the present case,
software-based controller is used to achieve the closed-loop control of temperature.
The schematic of the closed-loop temperature control is shown in Fig. 2.

3.4 Data Acquisition and Control System

To control and acquire the heat flux data National Instruments (NI) make data
acquisition and control system (DACS) was used. The DACS was configured with
a voltage channel to read the sensor output from the heat flux gauge during the heat
flux simulations. A low-pass filter of cutoff 2 Hz was used in each channel to

ELECTRIC IR HEATER
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PC BASED PID
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TEMPERATURE |—>; » CONTROLLER
DATA ACQUISITION (3PHASE AC-AC
PROFILE SYSTEM CONTROLLERS)
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FEEDBACK
® THERMOCOUPLE

Fig. 2 Schematic of the control and data acquisition system for closed-loop temperature control
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remove high frequency noise. The data was recorded at a sampling rate of 5
samples per second.

3.5 LVDTs

Four numbers of LVDTs are mounted on the cylindrical airframe assembly. Two
LVDTs (D3 & D4) are mounted on the inner side of the airframe section, where the
side loads F3 and F4 are applied, to measure the radial deformations of the section.
LVDTs (D1 & D2) are mounted axially on the dummy section of the airframe to
measure the deformation due to bending.

4 Test Procedure

After assuring the readiness of the test setup including hose connections from
power pack to the actuators, power connections to power pack and the DAQ
system, and the health of the LVDTs, the test was started after considering all the
safety requirements. Initially, the airframe was loaded to 20% and 40% of the design
load and released back to 0%, to check the linearity in LVDT measurements and the
pressure buildup in the power pack to actuator connecting hoses. After this activity,
the actual test has been started, the section is loaded up to 100% of the design load
in steps of 20%, and this load data is plotted in Fig. 3. The deflection data recording
during this process was in continuous mode.
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Fig. 3 Structural loads applied during the thermo-structural test
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After assuring the readiness of the test setup including heater power supply
connections, water supply for heater cassette cooling, and the health of the ther-
mocouples, the test was started after considering all the safety requirements.

Once the airframe section is loaded up to 100% of the design load, then the
thermal load has been applied on to the section. Control thermocouple data for the
heating system was monitored online during the application of the thermal profile.
The temperature data at all the other location on the airframe section is recorded in
continuous mode at a sampling rate of 100 s/s.

5 Results and Discussion

The results of the structural loading on the cylindrical shell airframe assembly are
plotted. Four LVDTs are used for measuring the deformation of the airframe sec-
tion, and the locations of these sensors are shown schematically in Fig. 4. The
deformations of the airframe assembly at locations D1, D2, D3, and D4 are shown
in Fig. 5, during both structural loading and thermal loading. The plot represents
the deformation of the section with respect to the percentage of structural load
application. A maximum of 0.78 mm deflection is observed at D1 location and

Hns D4

45.0. 450
_D/ \)2
Internally at the cut-outs locations

Fig. 4 Schematic diagram of the location of LVDTs
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Fig. 5 Deflections measured at radial and axial directions of the cylindrical airframe assembly

—2.23 mm at D2 location. Both D1 and D2 represent the radial deformation of the
airframe assembly at the thrust loading points. Deformations of 1.89 and 4.01 mm
are observed at the axial loading points and are designated as D3 and D4,
respectively. These two values are observed when the section is loaded at 100%
structural load along with the 100% thermal load.

The linear and cubic curve fits for the load versus deflection plot for LVDT D4 is
shown in Fig. 6. It shows that, for both structural and thermo-structural load
application cases, the experimental deflection data matches with the cubic curve
fitting. This is mainly due to the nonlinearities involved in the experimental testing.
The corresponding residual shows the clear picture of the difference between the
curve fitting and the measured experimental data.

The temperatures are controlled as per the test requirement on the airframe
assembly. Temperature profiles are controlled on the three zones. The zone-I
controlled temperature profile is shown in Fig. 7. It can be observed that the
temperature profile is followed without any deviations. The plot shows the desired
and achieved data of temperatures for clear understanding of the controlled data on
the airframe assembly. The package surrounding temperature is also measured
during the testing and is shown in Fig. 8. The test setup and the snapshots during
the test are shown in Figs. 9 and 10, respectively.
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6 Conclusions

Combined structural and thermal loads are applied on a circular cylindrical airframe
shell for qualifying the structural integrity. The structural load, namely combination
of axial force and bending moment, was applied onto the section under test using a
dummy section attached to the front bulkhead of the airframe sections. The loads
were generated in accordance with the desired values within the tolerance men-
tioned. The thermal load, specified in the form of temperature distribution, is
produced on the test article faithfully using the control of incident radiative heat
flux with respect to closed-loop temperature control. The airframe section withstood
the thermo-structural loads during the tests. The permanent deflections are within
allowable limits. No part of the test section exhibited visual failures. It will be
further processed with NDT tests for final decision.

References

1. Vinson Jack R (1989) The behavior of thin walled structures: beams, plates, and shells. Kluwer
Academic Publishers, Boston

2. Yoshimura Y (1955) On the mechanism of buckling of a circular cylindrical shell under axial
compression. NACA-TM-1390

3. Simitses GJ (1991) Analysis of shell-type structures subjected to time-dependent mechanical
and thermal loading. NASA-CR-189051, NAS 1.26: 189051

4. A technical report on Establishment of Thermo-Structural Test Facility at DRDL, India (2010)
DRDL, Hyderabad

5. Thermo-Structural test on Circular Cylindrical Airframe Shell. Test Report No. DRDL/
DOFS/STF/TSTF/2014/01, Rev. 0.0, Date 21/01/2015



Weight Reduction of Structural Members
for Ground Vehicles by the Introduction
of FRP Composite and Its Implications

Medhavi Sinha, R.K. Tyagi and P.K. Bajpai

1 Introduction

Petroleum is the most common fossil fuel for automobiles all over the world. Its
consumption is increasing day by day, and the fossil fuel is depleting at a very fast
rate. The middle of twentieth century was the period of sudden growth, industri-
alization and development. It was also the phase of immense growth in the field of
automotive industry. According to a recent survey, the current number of auto-
mobiles all over the world has risen to about 3.6 millions [1]. Such a large number
requires substantially large amount of fuel. With industrialization and development,
the automobile has enabled phenomenal transformation with the ease in trans-
portation in the lives of human beings. But this transmutation is completely
dependent upon fuel for endurance. Therefore, large number of automobiles for the
facilitation of human beings presents a challenging energy and environmental
problem for the world. It is consequently required that some measures must be
taken in the field of automotive industry for decreasing the quantity of fuel con-
sumption for the mobility of the automobiles.

The present paper discusses about the various strategies that should be adopted
for decreasing the fuel consumption of automobiles. The main focus of the paper is
the utilization of lightweighting techniques to improve fuel economy in vehicles.
The current paper presents an opportunity to reduce fuel consumption from the
transportation sector by reducing the weight of structural members of the vehicle.
The structural members are imperative to any ground vehicle. The contemporary

M. Sinha (=) - R.K. Tyagi

Amity School of Engineering and Technology, Amity University,
Noida, Uttar Pradesh, India

e-mail: medhavisinha.02@gmail.com

P.K. Bajpai
NSIT, Delhi, India

© Springer Nature Singapore Pte Ltd. 2018 277
S. Singh et al. (eds.), Proceedings of the International Conference on Modern

Research in Aerospace Engineering, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-10-5849-3_ 28



278 M. Sinha et al.

engineering technology requires that the structural members must be designed
considering the safety requirement and at the same time should serve their intended
function without any interruptions during their designed service life [2]. Therefore,
the response of the structural members to the applied loading under working
condition must be completely analyzed. The present paper discusses about the fuel
pipe as a structural member of automobiles. The main focus is vehicular
lightweighting and consequently the decreasing fuel consumption. Various analyses
on ANSYS have also been performed on the fuel pipe taking FRP as its constituting
material for safety examination.

Many rules and standards have been imposed to limit the fuel consumption and
emissions from the ground vehicles. CAFE 2016, Environmental Protection
Agency (EPA), National Highway Traffic Safety Administration (NHTSA), US
Federal Standards, and the Clean air Act are among a few agencies which have
imposed very strict restriction over automotive industries to limit the fuel con-
sumption and emissions of automobiles. The lighter-weight and other more
fuel-efficient vehicles have many beneficial implications on the energy saving and
the environment [3-7].

The ground vehicles manufactured in the late 70s were very bulkier, but the
introduction of newer materials and the importance of fuel economy by the
imposition of various standards in the 80s and 90s enforced the automotive
industries to reduce the weight of the automobile. In the 1980s, the manufactures of
the automotive industries focused on finding new materials for weight reduction in
the ground vehicles, and a favorable climate was created for the development of
materials and fabrication techniques for composite body panels and structures for
ground vehicles [8]. This has continued for the current trend prevailing these days
to opt for heavier vehicles such as SUVs which are like lightweight trucks in
comparison with small cars. Also, the inclusion of many extra feature safety and
comfort has increased the weight of the vehicle. Figure 1 shows the trend of weight
of the automobiles with respect to the time in years. The current demand these days
is the vehicles must not only become lighter, but should have power improvements.
They should revolutionarily use advanced, more fuel-efficient powertrains.

The lightweighting of ground vehicles is a challenging and intricate issue.
Various materials are suggested during the study, and the characteristics of each
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material are also examined. The present paper emphasized on the use of composite
materials for the weight curtailment of the automobiles. The composites have
special characteristics of high-strength-to-low-weight ratio which makes them ideal
for the application. The fiber-reinforced composites are among the most demanding
composites in various modern technological applications. The present paper dis-
cusses about the carbon fiber-reinforced polymer (CFRP) composite where the
reinforcement is carbon fiber (T300) and the thermosetting plastic is epoxy (Ara-
Idite LY5052). The FRP has their unique properties such as lightweight, high
strength, high stiffness, high biological and chemical resistance, high surface finish
as well as low cost and maintenance at the same time. The properties of the FRP
have been utilized and applied in the present paper in the field of automobile
engineering [9, 10]. The current analysis reveals the process of achievement of
energy savings via vehicle lightweighting under the new fuel economy mandate.

2 Consequences of Vehicular Weight Reduction

The weight reduction of vehicles can have various desirous consequences. The
present section discusses about a few of them.

2.1 Impact on Fuel Consumption

One of the major acquisitive consequences is its implications on fuel consumption
of the vehicle. The vehicles are designed to reduce the drag on the vehicle. It can be
understood from Fig. 2 that the drag in any vehicle will reduce as the weight of the
vehicle will reduce. And the weight of the automobile has a direct relationship with
its fuel consumption. The weight reduction of the vehicle will directly reduce the
fuel consumption of the vehicle. When the vehicle starts moving, it has to overcome
various inertial and frictional forces. The power to overcome these forces is
extracted from the combustion of the fuel. Therefore, it is a prime concern that the
vehicle weight should be reduced as much as possible for low inertial force and
frictional force on the vehicle so that the fuel consumption at the starting of the
vehicle is as low as possible.

Fig. 2 Role of drag in Acceleration, a
automobiles —
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Similarly, when the vehicle is moving, a force is again required for its accel-
eration. This force for its acceleration will significantly be reduced if the weight of
the vehicle is reduced, and consequently, the fuel consumption of the vehicle will
also reduce. Figure 3 shows the effect on fuel consumption of automobiles with
respect to their weight. The reduction in the weight of the automobiles will reduce
the inertial forces that the engine has to overcome for its acceleration, and thus, the
energy required for the vehicle by combustion of fuel will get lowered. For every
10% reduction in vehicle weight, the fuel consumption of vehicles is reduced by
4-7%. It is observed from the literature that a 100 kg weight reduction on a
medium-sized passenger car reduces the fuel consumption of the automobile by
0.35 L of fuel per 100 km.

3 Measures for Vehicular Weight Reduction

A common medium-weighted vehicle has its major parts composed of heavy iron
and steel. Figure 4 shows the mass distribution of various subsystems of an auto-
mobile. It can be observed from the figure that the most bulky subsystem of an
automobile is its body following which is the subsystem chassis. These are the
subsystems where iron and steel predominate as a major constituent. The other
subsystems such as powertrain, interior, and power systems also constitute these
bulkier materials, but their overall contribution in the weight of the vehicle is
comparatively less than the above-mentioned subsystems. The prime concern
therefore should be to reduce the weight first in these two subsystems.

Fig. 4 Mass distribution of Interior Power
different subsystems of an 15% Systems
automobile. Data source [16] = 5%

Powertrain
16%
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As vehicle weight reduction has become a serious concern, various researches
and studies are being performed on the matter because of its proficient implications.
Various measures are been adopted for the same. It can be observed from the
literature that the following methods if applied properly will lead to a significant
weight reduction in the vehicle.

3.1 Introduction of Alternative Materials

Various alternative lightweighted materials such as aluminum, high-strength steel,
polymer composites, and plastics are identified as adroit substitution materials for
heavier and bulkier iron and steel components of automobiles.

3.1.1 Properties of Alternative Substitution Materials

Any material cannot be selected as a perfect substitution for the traditionally used
iron and steel for the manufacturing of majority of parts of an automobile. Every
material must be contemplated and scrutinized for its proficiency as an alternative
substitution material. The alternative substitution material must constitute in itself
all the properties of iron and steel subject to the function they are performing in the
automobile, and besides that, they should also have the property of low weight for
performing the extra function of lightweighting an automobile. The various alter-
native substitution materials mentioned above are thus selected by executing several
tests for their appropriation. The most remunerative performance characteristics of
the above selected alternative substitution materials is low weight-to-strength ratio.
It is a perquisite for these materials to have a lightweight and a high strength
simultaneously to fulfill the purpose of the application without any compromise on
the performance behavior of the traditionally used materials. Table 1 shows the
properties of the materials for the purpose of the study.

Table 1 suggests that among the various tested the best alternative substitution
materials are fiber composites. They have highest tensile strength and at the same
time have the lowest weight, thus fulfilling each perquisite perfectly.

3.2 Fiber Composites as Alternative Substitution Materials
Jor Automobiles

A composite material is a material that is composed of two or more different
materials or constituents with distinct interface between its constituents to give a
unique combination of properties of the constituents [11]. Mostly, composites
consist of two constituents, a ‘matrix’ and a ‘reinforcement.” The reinforcement
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Table 1 Properties of materials for the purpose of the study (data source 20)

Material Specific Tensile Ratio of tensile strength to
gravity strength (MPa) | weight (10° m)

SAE 1010 steel 7.87 365 4.72

AISI 4340 steel 7.87 1722 223

AL 6061-T6 aluminum alloy 2.70 310 11.7

AL 7178-T6 aluminum alloy 2.70 606 229

17-7 stainless steel 7.87 1619 21.0

INCO 718 alloy 8.2 1399 17.4

High-strength carbon fiber—epoxy | 1.55 1550 101.9

(unidirectional)

E-glass fiber—epoxy 1.85 965 53.2

(unidirectional)

Kevlar 49 fiber-epoxy 1.38 1378 101.8

(unidirectional)

Boron fiber-6061 Al alloy 2.35 1109 48.1

(annealed)

Carbon fiber—epoxy 1.55 579 38

(quasi-isotropic)

usually have properties superior to the matrix, and the matrix is used to hold the
reinforcement together. The composite material has its characteristics derived from
the constituents involved in its composition.

It can be understood by the literature that composite materials have been utilized
to solve various engineering and technological problems from a very long time, but,
in the middle of twentieth century, with the introduction of polymeric-based
composites, these materials started capturing the attention of various industries. It
was then, in about 1960s, that composites became common engineering materials
and various devices, objects, and components were all manufactured by one or the
other kind of composites. This growth in the usage of composites emerged because
the awareness regarding the performance of the product increased suddenly during
the era.

The fiber-reinforced composites are the most common types of composites. The
fibers are the primary load carrying constituent and therefore are stronger and stiffer
than the matrix material. The matrix holds the fibers together and redistributes the
loads from one fiber to another. The fibers can be continuous, long, or short. The
most commonly used form of fiber-reinforced composites consists of polymer
matrix and fiber reinforcement. Thus, this kind of fiber-reinforced composites is
also called as fiber-reinforced polymer (FRP) materials, as they consist of matrix
made up of polymer-based resins. The material properties of fiber-reinforced
composite are determined by properties of matrix and fibers as well as the volu-
metric ratio and the angle of orientation of the composite. If the volumetric ratio is
high, the composite will have its properties closer to the fiber, and if the volumetric
ratio is low, then the composite will have its properties closer to the matrix. The
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angles of orientation of the fibers also play an important role in determining the
properties of the composite, since the fibers have superior mechanical properties
along its length. Figure 5 suggests how the properties of FRP lie in between the
properties of the fiber and the matrix polymer.

The matrix materials of FRP can be thermoset or thermoplastic resins. The fiber
which is reinforced into the matrix provides strength and stiffness to the composite,
and the matrix provides rigidity and environmental resistance. There can be many
different forms of an individual laminated composite layer depending upon the
arrangement of the fiber constituent. Figure 6 gives the different fiber arrangement
patterns in a layer of a fiber-reinforced composite.

The glass fibers, carbon fibers, aramid fibers, and the boron fibers are the most
common types and typical fibers used in industries and various other applications
nowadays. Each type of fiber has different mechanical properties as well as

Random short fibers Oriented short fibers
Plain Fibrous Layers

plain weave tri-axial weave bi-plane weave

Woven Fabrics

Fig. 6 Fiber arrangement patterns in a layer of fiber-reinforced composite [11]
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Fig. 7 Stress—strain diagram
for typical fibers of composite
materials. Data source [18]

characteristics. The stress—strain diagram for the typical fibers of composite
materials is shown in Fig. 7.

Glass was the first type of fiber for advanced composites. Nowadays, glass in the
form of continuous fiber is used most commonly. The typical mechanical charac-
teristics as well as the density of glass fibers are depicted in Table 2. The glass
fibers have high strength, and the strength is maintained at even humid conditions,
but the strength decreases rapidly as the temperature increase. This property of the
glass fiber is shown very clearly in Fig. 7. Besides this, the glass fibers have low
cost and high chemical and biological resistance. Also, the glass fibers are brittle
and have poor impact resistance. The E-Glass and the S-Glass are the two major
types of glass fibers being used commercially in the industry these days.

The carbon fibers find their applications in modern composite products used very
often these days. The carbon fibers demonstrate modulus which is about four times
higher than the modulus of steel with the same density. The drawback associated
with the carbon fibers is its strength. The strength of the carbon fibers is lower than
the glass fibers, but the modern carbon fibers demonstrate strength which is about
40% higher than the glass fibers. At the same time, the density of the carbon fiber is
about 30% less than the glass fibers.

These fibers have a porous structure, and their specific gravity is about 1.8. They
have characteristic properties such as high tensile and compressive modulus, high
tensile and compressive strength, and high flexural modulus. The stress—strain
diagram for high-modulus (HM) and high-strength (HS) carbon fiber is shown in



Weight Reduction of Structural Members ... 285

Table 2 Mechanical properties of fiber for advanced composites [18]

Material Diameter | Ultimate Modulus | Specific | Maximum | Maximum
(um) tensile (GPa) gravity specific specific
stress strength modulus
(MPa)
Glass 3-19 3100-5000 | 72-95 24-2.6 200 3960
Quartz 10 6000 74 22 2700 3360
Basalt 9-13 3000-3500 |90 2.7-3.0 130 3300
Aramid 12-15 3500-5500 | 140-180 |1.4-1.47 | 390 128000
High-strength | 5-11 7000 300 1.75 400 17100
carbon
High-modulus | 5-11 2700 850 1.78 150 47700
carbon
Polyethylene 20-40 2600-3300 |120-170 [0.97 310 1750
Boron 100-200 | 2500-3700 |390-420 |2.5-2.6 150 16800
Alumina 20-500 2400-4100 |470-530 |3.96 100 13300
Silicon carbide | 10-15 2700 185 24-2.7 110 7700
Titanium 280 1500 450 4.9 30 9100
carbide
Boron carbide |50 2100-2500 | 480 2.5 100 100000
Boron nitride 7 1400 90 1.9 70 4700

Fig. 7. The properties of carbon fibers changes with the changes in its crystallite
size, orientation, porosity, and purity of carbon structure. Also, these fibers possess
high fire and impact as well as electrical resistance. Besides this, thermal expansion
coefficient of these fibers is very low. Because of this, these fibers change there
dimensions negligibly under high heat and temperatures. These fibers are one of the
most expensive types of fibers used these days.

The aromatic polyamide fibers also known as the aramid fibers are an organic
fiber, which is used quite commonly in textile applications as reinforcing elements
of advanced composites. The aramid fibers are also known by a commercial name
or trademark name of ‘Kevlar.” The aramid fibers possess high stiffness and high
strength at a very low density.

The properties of aramid fibers are listed in Table 2, and the stress—strain for the
aramid fibers is shown in Fig. 7. The aramid fibers have typical characteristics such
as low density with high specific strength and high stiffness. The strength of these
fibers depends directly on temperature. They have low thermal conductivity which
provides them with high thermal resistance. Besides this, these fibers possess
negative thermal expansion coefficient which gives them very low thermal
expansion and the dimensions of these fibers remain approximately the same under
heating. Also, the aramid fibers have very high resistance to damage, that is, why it
has wide scope in ballistic applications. The only drawbacks of these fibers are there
low compressive strength and low flexural strength.
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Many other types of fibers such as polyester, polyethylene, quartz, and boron are
also used as fibers in various composite products. These fibers have limited
applications. Boron is manufactured by deposition of boron over the tungsten or
carbon fiber of about 12 pm. Because of this, the diameter of the boron fibers is
quite higher (about 100-200 um) in comparison with other fibers. These fibers are
very brittle and have very low resistance to surface damage. The mechanical
properties of these fibers are listed in Table 2. The stress—strain diagram for the
boron fiber is depicted in Fig. 7.

The increased competition in the global market for lightweight materials is the
prime motivation for the adoption of composite materials as alternative materials for
the substitution of various parts composed of heavier and bulkier materials in
automobiles. Composite materials can replace many engineering materials such as
iron and steel, as well as aluminum, and that too with many more times better
performance.

4 Methodology

In the present study, the fuel pipe in automobiles which is composed of steel 4340
and aluminum 6061 alloys is substituted by T300/LY5052 composite [12]. It is a
carbon fiber composite, also referred as carbon fiber-reinforced polymer composite
(CFRP). In this type of CFRP composite, the class or grade of carbon fibers is T300
and the polymer is composed of epoxy Araldite LY5052. The T300 carbon fiber is a
baseline carbon fiber which has its widest application in aerospace industry. It has a
fiber diameter of about 7 pm [13]. It is a PAN-based carbon fiber and has high
strength and high modulus. The Araldite LY5052 is a low viscosity epoxy, and it
has high-temperature resistance, excellent mechanical, and dynamic properties after
ambient cure. The basic properties of T300 carbon fibers and LY5052 epoxy
Araldite are given in Table 3.

The dimension of the fuel pipe is given in Table 4. After the substitution, the
weight of steel 4340 alloy, aluminum 6061 alloy, and CFRP pipe is compared.

Further, two types of analysis are performed for the working internal pressure of
35 MPa on the fuel pipe. The composite pressure vessels are designed for various
fiber orientations in ANSYS 11. In the first part and second part of the analysis, the
fibers are oriented helically at different fiber orientations, such as +5°, £10°, +15°,
+20°, £25°, £30°, £35°, £40°, £45°, £50°, £55°, £60°, £65°, £70°, £75°, +£80°,

Table 3 Basic properties of T300/LY5052

S. no. Properties Carbon fiber T300 Epoxy araldite LY5052
1. Elastic modulus 230 GPa [19] 3 GPa [13]

2. Tensile strength 3.5 GPa [19] 71 MPa [13]

3. Density 1760 kg/m® [19] 1.14 g/em® [20]
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Table 4 Real constants and

) ; A S. no. Real constants and dimensions Values (mm)
dimensions of multilayered 1 o i 52
CFRP pressure vessel [12] : uter radius
2. Inner radius 50
3. Length 400

+85°, and +90° at symmetrical and anti-symmetrical fiber orientations. The stress
distributions for all these fiber orientations and stacking sequences are then
recorded.

5 Results and Discussions

The results of the analysis are depicted in Fig. 8. It can be observed from the graph
of Fig. 8 that the weight of the fuel pipe decreases by 65% when a fuel pipe of steel
4340 alloy is substituted by fuel pipe of aluminum 6061 alloy. It can be further
perceived that a weight reduction of about 83% can be obtained when a fuel pipe of
steel 4340 alloy is substituted by CFRP fuel pipe.

The use of CFRP pipes will not only reduce the weight of the automobile but
also add on to other benefits to the automobile. As it is non-permeable, it will serve
as an excellent fuel barrier and help in ceasing the vaporization fuel into the
atmosphere. It will be free from corrosion and chemical reactions with the fuel.

The results for the first phase of analysis are shown in Fig. 9 which is the
comparisons of the maximum stress obtained under working pressure for sym-
metrical and anti-symmetrical stacking sequence and shows that maximum stress
for various fiber orientations of both the stacking sequence is minimum at +45°
fiber orientation

The results for the second phase of the analysis are shown in Fig. 10. It shows
the comparisons of burst pressure for symmetrical and anti-symmetrical stacking
sequence. The burst pressure of composite pressure vessel for various fiber orien-
tations of both the stacking sequences is maximum at +45° fiber orientation.

Fig. 8 Comparative analysis 1.2
of fuel pipe weight of Steel
4340 alloy, aluminum 6061

. o0
alloy, and CFRP fuel pipe >é 0.8 M Steel 4340
£ 06 M Aluminum 6061
o
2 04 CFRP
s
0.2
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6 Economics of Vehicular Weight Reduction

The most profitable vehicular weight reduction by substitution requires the cost of
substitution to be as low as possible. Table 3 shows the cost of materials used for
the purpose of the study.

It can be observed from Table 5 that the replacement of heavier iron will require
least cost with mild steel and maximum cost with fiber composites but as depicted
by Table 1. The ratio of tensile strength to weight of SAE 1010 steel is minimum
and that of fiber composites is maximum. The substitution of bulkier iron and steel
with fiber composites will serve best purpose in terms of performance of the
automobile part but will be most expensive.

Table 5 Cost of materials Material Relative cost per part [21]
used for the purpose of study Mild steel 10

High-strength steel 1.0-1.5

Iron -

Aluminum 1.5-2.5

Fiber composites 2.0-10.0
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7 Conclusion

The prime motivation behind the study was to analyze the effect of replacement of
structural members of the ground vehicles to reduce fuel consumption by materials
having low weight particularly composites, and to scrutinize the various implica-
tions associated with it. The following inferences are obtained from the
investigation:

e Iron and steel being very heavy by weight should be replaced to increase the fuel
economy of the ground vehicles.

e Various lightweight materials such as aluminum alloys and carbon fiber com-
posites have been identified as ideal for the substitution fuel pipe of automobile.

e The fuel pipe of Aluminum 6061 alloy will lead to the weight reduction of the
pipe by 65%.

The fuel pipe of CFRP will lead to the weight reduction of the pipe by 83%.
Among all the identified materials, the fiber composites have been identified as
the best suited substitution material for the best low-weight to high-strength
property.

e After studying the results of different analyses, it can be considered that the
composite pressure vessel can work most effectively at +45° fiber orientation in
anti-symmetrical stacking sequence. Therefore, +45° fiber orientation is con-
sidered as the optimum fiber orientation for the multilayered cylindrical CFRP
composite pipe in this study.

e During the study for the economics of the substitution, it was further identified
that the cost of substitution of fiber composites is maximum among the iden-
tified materials for substitution.

e The most effective weight reduction by composite materials in conjunction with
vehicle redesigning and downsizing will lead to maximum saving in fuel con-
sumption and thus will result in high amount of energy saving.
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Optimization of Surface Grinding Process
Parameters Through RSM

Harshita Khangarot, Shubham Sharma, Umesh Kumar Vates,
Gyanendra Kumar Singh and Vivek Kumar

1 Introduction

Surface grinding process is frequently used in various industries from last fifteen
decades (1880). Lot of surface finishing processes is being used to fulfill the
industries demand and customer satisfaction of perfect surface finish. Various
unconventional and hybrid surface finishing approaches are being adopted by the
modern industries as per the customer demand, if surface finish improves diminish
the productivity. In present scenario, every manufacturing industry demands for a
higher precision and productivity at the same time. Present research aimed to
elaborate the further enhancements of the flat surface finishing process optimization
of the critical influencing parameters with influence of response surface method-
ology (RSM). The compromise between surface roughness (SR) and material
removal rate (MRR) is needed in conventional surface grinding to produce the
satisfactory surface quality of the product with adequate productivity per unit. It is
verdict that combined optimization of material removal rate (MRR) and surface
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roughness (SR) of the hard tool and die steel (AISI D3) under grinding processes is
need to be done to fulfill the customer demand and economic production.

For the above purpose, many attempts have been made by researchers for
modeling and optimization of grinding process to enhance the surface quality and
MRR. Combined responses, SR and MRR, are still challenging problems in surface
grinding. Kumar et al. [3] studied the effect of abrasive tools on EN 24 steel surface
using three parameters viz. grinding wheel speed of 850 RPM, table speed of 15 m/
min, and depth of cut of 11.94 ym. The work was done on a surface grinding
machine and optimizes the surface roughness and material removal rate using RSM
technique. The predicted values were almost similar to the experimental values with
R? of 0.9164 for surface roughness and R? of 0.99 for material removal rate. The
error among predicted and experimental values at the combination of all the input
parameters for MRR and SR lie within 4.96% and 4.30%, respectively. Dasthagiri
and Goud [2] investigate the parameters such as cutting speed, feed rate, and depth
of cut influence the MRR and SR of mild steel, and this was optimized using
response surface methodology model and tested through F-test and analysis of
variance (ANOVA). Lijohn et al. [4] present the influence of input machining
parameters as work speed, depth of cut, and hardness of material on the surface
roughness of various alloy steel materials such as EN 24, EN 31, and EN 353 using
Taguchi parametric optimization as the optimization technique. The experiments
were done on cylindrical grinding machine with Ly orthogonal array. SJ-400 sur-
face roughness tester was used to measure the surface roughness of the various
alloy steel materials. Melwin et al. [7] report that with optimum grinding parameters
such as wheel speed of 150 RPM, depth of cut of 0.02 mm, and 1 number of pass,
OHNS steel produces good surface finish when it is machined on cylindrical
grinding machine. Besides this, precise tolerance can be gained on OHNS steel
during cylindrical grinding. In this process of cylindrical grinding, to achieve larger
metal removal rate, an important role is played by the number of passes. Mohanet
et al. (2008) selected best feasible network of interactive parameters with learning
rate, number of neurons in hidden layer, and error goals were decided automatically
to investigate their effect on surface roughness by developing the neural network
and fuzzy-based methodology. The network model was trained using back propa-
gation algorithms. The experiment was carried out for grinding of alloy steel using a
black carbide silicon grinding wheel on traverse cylindrical grinding machine. He
has considered only five controllable parameters in the grinding process to develop
neural network model. The accuracy can be increased by indulging some other
controllable parameters like dressing depth and dressing lead. Alagumurthi [1]
investigates that the input parameters like depth of cut, wheel speed, and work
speed play a major role in the quality of surface during grinding. It may be opted for
the most suitable design of experiment to perform the work. As it verdict that the
work speed has more influence on surface roughness and suggested that the fac-
torial method is flexible, so it is more advantageous over the Taguchi method as the
development of mathematical models and regression models is not feasible with the
Taguchi method. When there are only a few numbers of tests required then Taguchi
method._is_efficient, but when_the interactions between the process variables are
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present then the factorial method is more efficient and systematic. The results
obtained from the grinding cycle time indicate that we can get more productivity if
the optimal condition obtained by Taguchi technique is applied. Good quality
products are obtained if the use of optimal parameters is obtained through the
factorial method. Suresh Thakor and Patel [6] came out with the result of the
cylindrical grinding process using the signal-to-noise ratio approach, regression
analysis approach for ENS steel, the value of surface roughness, and MRR water
soluble oil as the cutting fluid is the most influencing parameter followed by work
piece speed as 120 RPM and high depth of cut of 500 um. Successful verification of
optimum cutting parameters, full factorial method was used for the conformation
test for surface roughness and material removal rate. When water soluble oil was
used as the cutting fluid with the higher work piece speed and higher depth of cut,
an improved surface finish was obtained after grinding. Vinay and Rao [7] did
experiment to get the better set of cutting forces and surface finish by doing the
experiment under two different conditions, dry as well as pool cooling conditions,
and it was found that the AISI D3 yields good surface finish of 0.14 microns when
dry grinding is done keeping low feed, low depth of cut, and low dressing depth.
Mahajan et al. [4] propose that the table speed has the major effect on the surface
roughness, whereas depth of cut has the major effect on MRR of the surface
grinding of AISI D2 steel. It was found that for minimum surface roughness the
optimized parameters were wheel grit size (46), grinding wheel speed (2300), table
speed (0.834), depth of cut (0.05). On the other hand, for maximum MRR,
the optimized parameters were wheel grit size (36), grinding wheel speed (1650),
table speed (0.834), and depth of cut (0.075). The optimized minimum surface
roughness is 0.438 um and maximum MRR is 60.231. Manimaran and Kumar [5]
conducted experiments on AISI 316 stainless steel using hydraulic surface grinder
under three different grinding environments. It was found that the grey relational
analysis and the Taguchi method are useful techniques for the optimization of
multiresponse problems. Grinding under cryogenic cooling has more effect than
conventional cooling. It was proved from the ANOVA testing those environments,
DOC and work speed are influencing factors which have an impact on grinding of
AISI 316 stainless steel. The effect of environment was 45.38% followed by work
speed 29.41% and DOC 15.52%. It was suggested that the Taguchi—Grey technique
can be applied to improve the grinding performance and the application of cryo-
genic cooling in the manufacturing industries. It is verdict that the process variables
like grit size of the grinding wheel depending on its hardness, feed rate, and depth
of cut are the most viable influencing parameters on SR & MRR.

Present research aimed to elaborate the further enhancements of the flat surface
finishing process to optimization of the critical influencing parameters using
response surface methodology (RSM). The compromise between SR and MRR is
needed in conventional surface grinding to produce the satisfactory quality of the
product with adequate productivity per unit. It is verdict that combined optimization
of MRR and SR of the AISI D3 under grinding processes is needed to be done to
fulfill the customer demand and economic production. In this work, horizontal
spindle and reciprocating table type surface grinder is used on AISI D3 steel work
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piece with an Al,O; abrasive with different grit size grinding wheels. The most
influencing parameters grit size, depth of cut, and feed rate are selected based on the
literature survey, which directly influences on SR and MRR.

2 Experimentations and Methodology

AISI D3 steel was chosen for machining due to its capability and application. Work
piece faces (dimensions of 800 mm x 150 mm x 25 mm) were used to surface
finish with application of Al,O3 grinding wheels on surface grinder. The horizontal
spindle and reciprocating table surface grinding machine was applied to do the tests.
The compositions of work material AISI D3 and properties of Al,O3 grinding
wheels are illustrated in Tables 1 and 2 and Figs. 1 and 2.

Table 1 Composition of AISI D3 die steel

C Si Mn P S Cr Ni Mo Al Cu Zn Fe
2.06 [0.55 |0.449 |0.036 |0.056 |11.09 |0.277 |0.207 |0.0034 [0.13 |0.27 |85

Table 2 Properties of Al,O5 grinding wheels

Manufacturer Type of | Grit Hardness | Porosity | Bond materials | Manufacturer
identification abrasive | numbers (resinoid identifier
numbers reinforced)

51 A 140 K 8 BF 5

51 A 100 K BF 5

51 A 60 K 8 BF 5

ig. 1 AISI D3 material work iiece
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Fig. 2 Al,O; grinding
wheels

2.1 Surface Roughness Measurements and MRR
Calculation

Surface Roughness measurements were carried out using a portable stylus-type
profile meter (Mitutoyo Surface Tester SJ-210). The profile meter was set to a
cut-off length of 0.8 mm, filter 2CR, traverse speed 1 mm/s, and 4 mm evaluation
length. Center line average (CLA) values of surface roughness (SR) were measured
in the transverse direction of work piece. The values of SR measurement were
repeated three times for each reading and average value was recorded. The
parameters that affect MRR and surface roughness are spindle speed, feed, coolant
concentration, and flow rate. Optimal parametric combination may deal the tech-
nological quality of a product, which mostly influences the manufacturing cost of
the product. SR is defined as the arithmetic value of the profile from the centerline
along the length. This can be express as

Ry=1/L [y(x)ldx|| (1)

where L is the sampling length, y is the profile curve, and x is the profile direction.
The average ‘R, is measured within stylus traveling length of 0.8 mm. Center line
average ‘CLA’ value of SR measurements was taken to provide quantitative
evaluation of the effect of drilling parameters on surface finish. The average value
of three reading up to two decimal places of microns will be obtained the least count
1 nm (nanometer) as Fig. 3.

The amount of material removal was obtained by finding the weight difference
before and after machining using a precision electronic digital weight balance with
0.1 mg resolution. The MRR is calculated using the following formula in Eq. 2:

MRR (g/s) = (Wi = Wy) /t (2)
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Fig. 3 Surface roughness
measuring instrument (SJ
210)

where W; is initial weight of workpiece in gram (before machining); W is final
weight of workpiece in gram (after machining); # is machining time in seconds.

2.2 Response Surface Methodology

RSM is a collection of mathematical and statistical techniques that are useful for
modeling and analysis of problems in which output or response is influenced by
several input variables, and the objective is to find the correlation between the
response and the variables investigated. It is one of the design of experiments
(DOE) methods used to approximate an unknown function for which only a few
values are computed. These relations are then modeled by using least square error
fitting of the response surface. A central composite design (CCD) is used since it
gives a comparatively accurate prediction of all response variable averages related to
quantities measured during experimentation. CCD offers the advantage that certain
level adjustments are acceptable and can be applied in the two-step chronological
RSM. In these methods, there is a possibility that the experiments will stop with few
runs and decide whether the prediction model is satisfactory or not.
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Table 3 Factor and their levels for surface grinding of AISI D3

Factor Name Units Levels

-1 0 +1
A Grit size microns 46 60 80
B Depth of cut mm 0.2 0.3 0.4
C Feed rate mm/min. 0.5 1.0 1.5

Table 4 Experimental observation

S. Grit size Depth of cut Feed rate M.R.R. Avg. R,
No. (um) (mm) (mm/s) (g/s) (um)
1. 60 0.3 1.5 0.0470 0.3666
2. 80 0.4 0.5 0.0148 0.2733
3. 80 0.4 1.5 0.0184 0.4033
4. 60 04 1 0.0291 0.0733
5. 80 0.2 1.5 0.0222 0.1566
6. 60 0.3 1 0.0322 0.1000
7. 60 0.3 1 0.0394 0.1300
8. 80 0.2 0.5 0.0259 0.0866
9. 46 0.4 1.5 0.0307 0.1533
10. 46 0.3 1 0.0273 0.2300
11. 60 0.2 1 0.0666 1.0066
12. 46 04 0.5 0.0206 0.6866
13. 46 0.2 1.5 0.0625 0.0533
14. 60 0.3 1 0.0352 0.0466
15. 60 0.3 1 0.0303 0.0500
16. 60 0.3 1 0.0540 0.4933
17. 46 0.2 0.5 0.0092 0.0333
18. 60 0.3 1 0.0327 0.3533
19. 80 0.3 1 0.0327 1.0300
20. 60 0.3 0.5 0.0392 0.4566

In CCD, the limits of the experimental domain to be explored are defined and are
made as wide as possible to obtain a clear response from the model. The spindle
speed, feed, coolant concentration, and flow rate are the machining variables
selected for this investigation. The different levels have been taken for this study
which depicted in Table 3. An experiment in series of test called runs. L,y runs
DOE at three levels were selected critically as per the feasibility and scope of
setup. Material removal rate and surface roughness values are given in Table 4 for
20 tests according to different control levels.
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The second-order model is normally used when the response function is not
known or nonlinear. In the present study, a second-order model has been utilized.
The experimental values are analyzed, and the mathematical model is then devel-
oped that illustrates the relationship between the process variable and response. The
second-order model in Eq. 2 explains the behavior of the system.

n n n n
y=ao+ Y aix;i+ Zai,-x?+ > Y aixix (3)

i=1 i=1 i=li=1 i<j

where Y is the corresponding response, X is the input variables, X7 and X, Xj are
the squares and interaction terms, respectively, of these input variables.
The input parameters applied in the experiment are presented in Table 3.

2.3 Regression Models

Based on the experimental data, statistical regression analysis enabled to study the
correlation of process parameters with the MRR and SR. Both linear and nonlinear
regression models were examined and high to very high coefficients of correlation
(R?). In this study, three variables are under consideration to obtain the polynomial
regression modeling. For simplicity, a quadratic model of MRR and SR are pro-
posed. The coefficients of regression model can be estimated from the experimental

Table 5 Estimated regression coefficients for R, (micron)

Term Coef. SE Coef. | T P
Constant 4.24,072 1.25,559 3.377 |0.007
Grit size (microns) —-0.09,173 0.04,079 | —2.249 |0.048*
Depth of cut (mm) 0.09,242 5.61,289 0.016 | 0.987+*
Feed rate (mm/min.) -2.76,224 0.84,555 | —3.267 |0.008*
F Grit size (microns) * Grit size (microns) 0.00,087 0.00,031 2.804 |0.019
Depth of cut (mm) * Depth of cut (mm) —8.31,364 8.63,494 | —0.963 | 0.358**
Feed rate (mm/min.) * Feed rate (mm/min.) 1.16,745 0.34,540 3.380 | 0.007*
Grit size (microns) * Depth of cut (mm) 0.06,178 0.02,969 2.081 | 0.064*
Grit size (microns) * Feed rate (mm/min.) 0.01,569 0.00,594 2.642 |0.025
Depth of cut (mm) * Feed rate (mm/min.) 0.72,250 1.01,254 0.714 | 0.492%*
S =0.143,194 PRESS = 2.97,923

R-Sq = 98.19% R-Sq (adj) = 96.56%

oLl Z'yl_ilsl
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Table 6 Estimated regression coefficients for MRR

Term Coef. SE Coef. |T P
Constant 0.020,449 0.048,239 | 0.424 |0.681
Grit size (microns) 0.003,392 0.001,567 2.164 | 0.056*
Depth of cut (mm) —0.556,204 0.215,645 | —2.579 | 0.027*
Feed rate (mm/min.) —0.102,502 0.032,485 | —3.155 | 0.010*
Grit size (microns) * Grit size (microns) | —0.000,037 0.000,012 | =3.119 [0.011*
Depth of cut (mm) * Depth of cut 0.445,909 0.331,750 1.344 | 0.209%**
(mm)
Feed rate (mm/min.) * Feed rate 0.018,836 0.013,270 1.419 |0.186%*
(mm/min.)
Grit size (microns) * Depth of cut (mm) | 0.004,016 0.001,141 3.521 | 0.006*
Grit size (microns) * Feed rate 0.000,681 0.000,228 2.984 |0.014
(mm/min.)
Depth of cut (mm) * Feed rate 0.135,250 0.038,901 3.477 | 0.006*
(mm/min.)
S = 0.00,550,145 PRESS =

0.00,525,351
R-Sq = 93.06% R-Sq (adj) = 86.82%

results. The effects of these variables and the interaction between them were
included in this analysis. The unknown coefficients are determined from the
experimental data as presented in Tables 5 and 6. The standard errors on estimation
of the coefficients are tabulated in the column ‘MRR coefficient’ and ‘SR coeffi-
cient.” The P & T values are calculated for 95% level of confidence, and the factors
having p-value more than 0.05 are considered insignificant (shown with ** in
p-column). The model made to represent MRR and SR depicts that grit size, feed,
feed*feed, and interaction of grit size and depth of cut are the most influencing
parameters in order of significance. The final response equation for MRR and SR
are nonlinear in nature; a linear polynomial will not be able to predict the response
accurately. Therefore, the second-order model (quadratic model) is found to be
adequate for the grinding process.

The ANOVA for the curtailed quadratic model depicts the value of coefficient of
determination of MRR and SR are R? as 93.06% and 98.19%, which signifies that
how much variation in the response is explained by the model. The higher of R?
indicates the better fitting of the model with the data. However, R?adj. is 86.82 and
96.56% which accounts for the number of predictors in the model describes the
significant coefficient relationship. It is important to check the adequacy of the fitted
model, because an incorrect or under-specified model can lead to misleading
conclusions. By checking the fit of the model, one can check whether the model is
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Fig. 4 Response optimization plot (R, & MRR)

under specified. The model adequacy checking includes the test for significance of
the regression model, model coefficients, and lack-of-fit, which is carried out
subsequently using ANOVA on the curtailed model. The total error on regression is
sum of errors on linear, square, and interactions terms. The residual error is the sum
of pure and lack-of-fit errors. The fit summary recommended that the quadratic
model is statistically significant for analysis of SR. In the table, p-value for the
lack-of-fit is 0.186, which is insignificant, so the model is certainly adequate.
Moreover, the mean square error of pure error is less than that of lack-of-fit.

3 Result and Discussion

It is very clear that surface roughness is minimum at certain input parametric
combinations, and on the other hand, MRR is also maximum at same combinations.
It is very difficult to obtain such influencing parametric combinations which are
applicable to achieve the optimal responses as surface roughness and material
removal rate. Lot of modeling and optimization techniques are frequently used in
the grinding processes for different materials, but the RSM is the most important for
modeling and optimization tool which is applicable for the multi-objective response
optimization. The responses SR & MRR have successfully predicted up to the
adequate level 1.4291 microns and 0.0231 g/s at combination of variable as grit
size (46), depth of cut (0.20), and feed rate (0.5404) using multi-objective response
optimization technique as Fig. 4.

The effect of the machining parameters (grit size, feed, and depth of cut) on the
response variables MRR & SR have been predicted. It can be seen from Fig. 5, the
MRR tends to increase significantly with increase in feed rate and depth of cut for
any value of grit size. However, the R, tends to decrease significantly with decrease
in feed rate and grit size for any value of depth of cut as Fig. 6.
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4 Conclusions

In the present study, the process parameters are significantly influencing on SR and
MRR. A second-order response model of these parameters is developed and found
that grit size, feed, speed*speed, and interaction of speed*feed and grit size*depth
of cut with other parameters significantly affect the SR & MRR. RSM techniques
were also implemented to predict the SR and MRR. Correlation coefficient
98.19% for MRR and SR, respectively.
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The responses have predicted as 1.4291 microns and 0.0231 g/min at combination
of variable as grit size (46), depth of cut (0.20), and feed rate (0.5404). This
research can also help for the researchers’ and industries personal to predict the SR
& MRR within the experimental range, without performing the experiments using
RSM model. Response surface methodology is the robust modeling technique for
optimization of grinding of steels.
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Evaluating Significance of Green
Manufacturing Enablers Using MOORA
Method for Indian Manufacturing Sector

Varinder Kumar Mittal, Rahul Sindhwani, Punj Lata Singh,
Vivek Kalsariya and Faizan Salroo

1 Introduction

Green manufacturing (GM) is generically defined as ‘the process of redefining the
processes in order to reduce or minimize the waste’ [1]. GM is a relatively new
concept that can be viewed as a product of the 1990s. It is defined as an eco-
nomically driven, system-wide, and integrated approach to the reduction and
elimination of all waste streams associated with the design, manufacture, use and/or
disposal of products and materials [2]. Several other jargons such as end-of-line
management, sustainable manufacturing, and environmentally conscious manu-
facturing mean the same thing [3]. The common observation of recent trends in
manufacturing technology reveals that every organization is taking their problem
solving method to an advanced level by adopting different techniques and solutions.
GM is one such solution which could enhance the scope of problem solving by
taking part in each and every activity untaken by the organization. Such solutions
lead us to reduced cost by reducing material handling and reducing effluents and
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other wastes. All such efforts are applications of GM. This manufacturing concept
not only addresses the environmental issues, but also reduces redundancy and
improves ergonomics and cost too. Nowadays, cheaper production at faster pace is
not the only criterion which is followed by manufacturers, but the type of material
used, the processes involved, and the futuristic fate of the product is taken into
consideration. So, in order to make our system fully eligible for such criteria, green
manufacturing systems need to be adopted.

The GM paradigm is an outcome of technological and market motivations.
People are getting more and more aware about the environmental risks, and thus,
they support the shaping of a new system which meets their demands without
affecting other aspects as well. This is achieved through new eco-friendly product
designs which will actually realize the objectives of green manufacturing systems
[4]. In recent years, the GM proved to be a very important edge for its imple-
mentation in corporate sector to become competitive. However, there were certain
complications which arose because of the initial investments which are huge and
irreversible. Thus, the managers had to take into account all the factors before the
implementation of GM. The accuracy of the decision to adopt GM is very crucial as
it should fulfill the objectives of the company and the world. In reality, manufac-
turing organizations directly impact the environment, and it is sometimes over-
shadowed by the economic aspects [5]. Manufacturing firms not only generate
harmful wastes, but also consume a huge portion of available energy. Thus, we
need to foresee the effects related to the environment as well as on the economic
aspects. As the adoption of GM requires many major decisions such as disruption of
routine production, huge initial investment, and fear of success [6], so it is required
to make this change very smooth and gradual. It is realized that the analysis of the
factors which enables this change needs to be investigated so that government can
act as strong catalyst to facilitate the change without much negative impact.

Section 2 presents literature survey followed by enablers of green manufacturing
in Sect. 3. Section 4 provides methodology, results, and discussions. The study is
concluded in Sect. 5 followed by acknowledgements and references.

2 Literature Review

The ‘Industrial Revolution’ came into picture in late 1700s and has been through
several phases [7]. The real challenge begun when different new manufacturing
systems were adopted and the sustainability issues came later on. The major issues
such as cost and the environmental aspects such as reduction of greenhouse gases
forced developed economies such as USA, Canada, Great Britain, and European
countries to shift their manufacturing base to China and India. The problem needs a
solution based on the facts related to the cost optimization as well as environmental
safety. One possible solution to this problem is the adoption of GM [3]. GM is
defined as total elimination of wastage and redefining existing process to minimize
the _carbon_emissions_during_each_process without increasing cost and affecting
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production targets [1, 8]. Nowadays, it is unescapable situation for the companies to
think of a system which do not respond to environmental consequences. So, it is
necessity for the companies to consider GM system as a solution for environmental
safety and for optimize the cost of the products [9, 10].

GM is not only limited to production stages of the manufacturing system, but
also includes the design development and management aspects as well [11]. It also
emphasizes the reverse engineering in the manufacturing processes for imple-
mentation of closed-loop system like recycling and reconsidered the waste product
with an aim to reduce the wastage produced by the industries [12, 13]. GM is not
only limited to environmental aspects, but also includes the best use of available
resources in the industry. It helps the company in long run to compete in global
market scenario and able to increase the production quality, produce the product at
optimum cost, and increase the efficiency of the company [14]. Adoption of GM
gives various benefits to the company in term of brand enhancement with cus-
tomers, long-term cost savings, etc.

Studies on GM can be divided into two groups, first, the studies that dealt with
the overall theoretical concept of GM and second, the studies that provided various
analytical tools and models to realize GM at different levels [4]. Various researchers
have done lot of work on both types of studies separately. In today’s competitive
scenario, there is need to combine these two types of research together so that a
comprehensive GM model can be framed which includes the total concepts of GM.
There exists a lot of literature on drivers for GM in different countries including
India, European, and American. Similarly, many studies were conducted on barriers
to GM. These studies discussed a set of influencing factors affecting the imple-
mentation in either way and suggested various solutions relevant to different
countries, different industry sizes, different industry sectors, etc. The research
studies are very limited that discussed the GM enablers which is very important for
GM implementation in the industry. This is clearly evident from the literature that
GM adoption in the industry is not possible without mitigating the barriers to GM
which is not possible without investigating the GM enablers. This study aims to
identify the GM enablers through literature survey and brain storming with various
researchers in the field of industry and academia. At the end, most effective and
high-impact enablers are proposed, so that GM systems can easily implement in the
industry more effectively and efficiently.

3 Enablers of Green Manufacturing

Any new change in the existing manufacturing systems requires some motivations
and facilitation for implementation. Similarly, the adoption of GM in the industry
needs enablement in addition to motivations for implementation. Hence, fifteen
enablers which can facilitate the implementation of GM in the industry are iden-
tified through a review of literature and opinion of experts from industry and
academia (see Table 1). Additionally, 6 _assessment criteria were identified which
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Table 1 Enablers of green manufacturing system

Sr. | Enabler Description
1 | Waste management system Waste is disposal of resources at a rate beyond the
[22-27] environment can absorb. Waste includes the resources in
the form of material, energy, etc.
2 General awareness [24, 25, Awareness among the customers and common masses
28-30] about GM—its need, benefits, etc. It can be achieved by
special training, awareness programs, promotions, and
advertisements
3 Competitiveness [24, 25, 28, The environmentally conscious quality culture, minimal
31, 32] waste, innovative green products and processes and
flexibility will be able to trim the product costs and
hence becomes more competitive
4 | Strategic green management Incorporation of green initiative in the top management
[25, 33, 34] agenda will be able to motivate the middle and lower
management for whole-hearted participation
5 | Green supplier management The green and clean supplier organizations will enable
[25, 35-39] the parent organization to adopt similar green initiatives
6 | Strategic management The top management beliefs, voluntary initiatives, and
commitment [25, 30, 36, 40] commitment are very crucial for enabling the
implementation of green manufacturing
7 | Environmental performance The setting of environmental performance goals in terms
goals [36, 41, 42] of reduction of carbon footprints, use of less virgin
material, proper disposal of effluents, efficient energy
use, etc.
8 | Customer feedback system Customers are getting more and more educated about
[36, 43, 44] the environmental degradation, and they want their
product to be environment friendly. This feedback from
the customers enables the change
9 | Public feedback system External forces such as stakeholders and NGOs motivate
[36, 45-48] firms to undertake similar strategies as they want social
legitimacy besides the profit of the company
10 | Energy and resource crisis Rising cost of fuels and virgin materials for
[22, 37] manufacturing enables the companies to switch to more
efficient ways of manufacturing
11 | Government support and Government subsidies, government projects,
legislation [25, 32, 49-51] government rewards and recognitions for green
practices enable the implementation in addition to
compliance with environmental legislation and
regulation set up by the government
12 | Financial and human resources | The availability of capital for investment in newer green
[25, 39, 52] technologies and skilled and trained manpower to
install, operate, maintain and handle the newer systems
13 | Information technology Effective, efficient, and sufficient organizational

management [25, 30, 38, 53]

communication through modern information technology
tools may help in sharing of innovative ideas, schedule
of training, and other awareness activities about green
concept. It is required to handle flow of information
associated with flows of materials and other resources to
manage green supply chain efficiently

(continued)



Evaluating Significance of Green Manufacturing Enablers ... 307

Table 1 (continued)

Sr. | Enabler Description
14 | Reverse logistics [54] The existence of reverse logistics for the purpose of
monetary benefits and/or compliance to government
regulations leads to adoption of green initiatives of the
company
15 | Green supply chain Use of optimized, clean fueled, and efficient
management transportation for supply, eco-packing, reusable packing
[23, 25, 28] materials, etc. act as enabler for GM implementation

can be used to find the most important, high-impact and influential enablers for
faster implementation of GM.

Assessment Criteria’s for GM Enablers

. Green Reputation: Green reputation describes the image of the company in the

market. High reputation leads to the alignment of customers. Here, we will see
the effect of each enabler on these criteria and how much is the effect of this
factor in deciding the application of GM in that particular firm.

Profit: Each and every firm enters into the market with an aim to earn profit. The
technology application and each criteria is oriented at increasing the profit. So,
these criteria hold the upper hand over all the other criteria’s. A firm will prefer
only that very technological perspective in which they need not to compromise
with their profit.

. Productivity: A firm needs to see that if it is meeting the customer demands at

the right time. So, productivity plays an important role. High productivity leads
to high sustainability and prevents the stock outs. We will assess as to what
effect these enablers bring on the productivity of the firm.

Recurring Cost: It defines the overall cost of production including the
investment cost. Efforts are being made to minimize this cost as it provides the
edge of competition in the market. Lower recurring cost leads to lower unit
price, which in turn attracts the customers.

Time Period: A firm need to spend some time to implement GM. That con-
sumes valuable time of the company which can further influence the routine
production and finance. So, the time required for the change is important criteria
for assessment of enablers.

. Human Resources: The implementation of any new system requires skilled

human resources which can install, operate, use, and maintain the new tech-
nology. The availability and cost of such human resources is an important
criterion in the present case.
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4 Methodology, Results, and Discussion

Fifteen enablers are identified through the review of literature and perception of
researchers, academicians, and industry executives. The application of MOORA
method as explained in the methodology section is done using six assessment
criteria i.e., green reputation, profits, productivity, recurring cost, time period, and
human resources. The first three criteria evaluates/assesses the green manufacturing
on the basis of output after implementation of GM in industry i.e., green reputation,
profits, and productivity. The second three criteria evaluates/assesses the green
manufacturing on the basis of input required (say consumables) for implementation
of GM in industry i.e., recurring cost, time period, and human resources. These
criteria are decided while a rigorous reference to the existing literature, in-depth
discussion among 10 researchers of our research group, and consultation with 3
industry executives working at the top management level of manufacturing com-
panies. As the impact of all six criteria is different so the weightage of each criteria
is decided in such a way in consultation with all involved in this research that the
total weightage is 100% (or 1). The rating of each enabler on a Likert’s scale of 1-5
is done by the same group of people who decided the criteria weights.

Multi-objective optimization on the basis of Ratio Analysis (MOORA) is also
known as multi-criteria or multi-attribute optimization. It is the process of simul-
taneous optimization of two or more conflicting attributes (objectives) subject to
certain constraints. The MOORA method, first introduced by Brauers and Zavad-
skas [15] is a multi-objective optimization technique that can be successfully
applied to solve various types of complex decision making problems in the man-
ufacturing environment by providing weightage to each and every analysis. This
method is observed to be simple and computationally easy which helps the decision
makers to eliminate the unsuitable alternatives while selecting the most appropriate
alternative to strengthen the existing selection procedures [16].

Advantages of the MOORA method in comparison with other MCDM method
are: easy to understand as comparison to other MCDM techniques; less time require
for mathematical calculation work; and no extra assumed parameters required such
as ‘v’ in VIKOR method and ‘n’ in GTA method [17].

This methodology has been successfully used by various researchers for different
production life cycle such as stages selection, flexible manufacturing system
selection, welding process selection, supplier selection [17], material selection [18],
optimizing milling process [19, 20], and privatization in a transition economy [21].
The various steps used by Brauers and Zavadskas [15] in MOORA method as
follows:

Step 1: Identification of enablers, criteria, and criteria weightage

Table 1 presents the identified 15 enablers of GM and then finalized 6 assess-
ment criteria for evaluating each enabler i.e., green reputation, profits, productivity,
recurring cost, time period, and human resources.
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Table 2 Ranking to enablers

Criteria weight | Outputs of GM Inputs to GM
Green Profit | Productivity | Recurring | Time Human
reputation [C2] [C3] cost [C4] period | resources
[C1] [C5] [Cé6]
0.09 0.28 0.13 0.2 0.15 0.15
Enabler 1 3 2 3 3 2 2
Enabler 2 3 1 1 2 1 1
Enabler 3 1 3 2 1 1 1
Enabler 4 2 1 2 2 1 1
Enabler 5 3 2 2 2 1 1
Enabler 6 3 2 3 2 1 1
Enabler 7 3 2 2 3 2 1
Enabler 8 3 1 1 2 1 1
Enabler 9 3 1 1 1 1 2
Enabler 10 2 3 3 1 1 1
Enabler 11 3 2 2 2 2 1
Enabler 12 3 2 2 1 1 1
Enabler 13 2 2 2 2 1 1
Enabler 14 3 2 2 2 1 2
Enabler 15 3 2 2 2 1 2

Likert’s scale rating on 1-5 scale

Step 2: Allocation of ranking to enablers with respect to all six criteria
Ranking to each enabler on Likert’s scale of 1-5 with respect to outcome and
input of GM as shown in Table 2. Criteria weightage and ranking to each enabler
decides after the discussion with experts from industry and academia.
Step 3: Normalization of matrix
Normalization of enablers can be done by different methods such as total ratio,
Schirlig ratio, Weitendorf ratio, Jiittler ratio, Stop ratio, and Korth ratio suggested
by Brauers and Zavadskas [15] in MOORA method. However, it is recommended
that for this case, total ratio method is suggested. This ratio can be expressed as
follows:
. Xij .
Xijj= =—— =1,2,3...n 1
j= s e U ) (1)

Normalized matrix is generated with the help of Eq. 1 from columns 2-7 as
shown in Table 3.

Step 4: Weightage Calculation (Y;)

In case of multiple goals, normalized value added for all beneficial goals (case of
maximization) and subtract for all non-beneficial goals (case of minimization).
Then, final equation is for Y; is
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Table 3 Normalizing, weightage, and ranking of enablers

Normalizing matrix Weightage (Y;) | Rank
Cl1 C2 C3 Cc4 C5 Co6

Enabler 1 0.075 |0.071 |0.100 |0.107 |0.111 |0.105 |-0.014 15
Enabler 2 0.075 |0.036 |0.033 |0.071 |0.056 |0.053 |-0.009 13
Enabler 3 0.025 |0.107 |0.067 |0.036 |0.056 |0.053 0.018 2
Enabler 4 0.050 |0.036 |0.067 |0.071 |0.056 |0.053 |—-0.007 10
Enabler 5 0.075 |0.071 |0.067 |0.071 |0.056 |0.053 0.005 5
Enabler 6 0.075 |0.071 |0.100 |0.071 |0.056 |0.053 0.009

Enabler 7 0.075 |0.071 |0.067 |0.107 |0.111 |0.053 |-0.011 14
Enabler 8 0.075 |0.036 |0.033 |0.071 |0.056 |0.053 |-0.009 12
Enabler 9 0.075 |0.036 |0.033 |0.036 |0.056 |0.105 |-0.010 11
Enabler 10 |0.050 |0.107 |0.100 |0.036 |0.056 |0.053 0.024 1
Enabler 11 |0.075 |0.071 |0.067 |0.071 |0.111 |0.053 |-0.003 9
Enabler 12 |0.075 |0.071 |0.067 |0.036 |0.056 |0.053 0.012 3
Enabler 13 |0.050 |0.071 |0.067 |0.071 |0.056 |0.053 0.003 6
Enabler 14 |0.075 |0.071 |0.067 |0.071 |0.056 |0.105 |-0.003 7
Enabler 15 |0.075 |0.071 |0.067 |0.071 |0.056 |0.105 |—-0.003 8

n
Xij — 2 Xij (2)
j=1 j=g+l

DMoa

Y, =

where g is the number of beneficial goals, (n — g) is the number of non-beneficial
goals, and Y; is the normalized assessment value for ith enabler. In some cases, it is
often observed that some goals are more important than the others. In order to give
more importance to a goal, it could be multiplied with its corresponding weight
(significance coefficient) (Brauers et al. 2009). When these goal weights are taken
into consideration then new equation for Yi is

g n
Yi= Y WisXij — Y Wj*Xij (j=1,2,3...n) (3)
i=1 j=g+1

where W; is the weight of jth goal. Values of Y; are calculated for each enabler with
the help of Egs. 2 and 3 in column 8 as shown in Table 3.

Step 5: Final Ranking of Enablers

The Y; value can be positive or negative depending of the totals of its beneficial
goals and non-beneficial goals in the Table 3. An ordinal ranking of Y; shows the
final preference. Thus, the best enabler has the highest Y; value, while the least
effective enabler has the lowest Y; value. Values of Y; and ranking for each enabler
are calculated in column 9 as shown in Table 3.

Graph between the values of Y; and enablers are represented as shown in Fig. 1.
The middle line (where Y; = 0) represents that the criteria input of the enabler is
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Fig. 1 Graph between the Y; and enablers

equal to criteria output of the same enabler. This graph represents enablers 3, 5, 6,
10, 12, and 13 lie above the middle line means (Y; > 0). It means all these enablers
have higher output comparison to input given. Other enablers 1, 2,4, 7, 8,9, 11, 14,
and 15 (Y; < 0) mean that they require more input value for getting output value.
The enabler 13 (Y; = 0.003) and enablers 11, 14, and 15 (Y; = —0.003) lie very
near to the middle line, and little variation in the criteria values may change the
enabler location from positive value of Yi to negative value of Yi and vice versa.

5 Conclusions

The application of 5 step methodology yielded the ranking of the GM enablers. The
objective of the research is to identify the most important and high-impact enablers
which can greatly enable or facilitate the GM implementation in industry. The
research came with six most important enablers, viz. energy and resources crisis;
competitiveness; financial and human resources; strategic management commit-
ment; green supplier management; and information technology management.

The enabler 10 (energy and resource crisis) has got highest Yi value (i.e., 0.024)
which means it enables the GM implementation more as comparison to other
enablers. Waste management system (enabler 1) has got the minimum Yi (i.e.,
—0.014) which means that it enables the system by consuming more inputs in term
of recurring cost, time period, and human resources and achieves less outputs. So,
management needs to have primary focus on the three top enablers i.e., energy and
resource crisis, competitiveness, and financial and human resources, because it will
enable the GM implementation in industry more as comparison to other enablers.

The natural resources are limited in nature, so their cost is increasing with time
so it puts extra financial burden on the manufacturing systems which motivate the
companies to use these resources in efficient manner while adopting various
material recovery strategies like recycling to reduce the use of virgin material for
production. It also includes various energy resources which are backbone of any
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manufacturing system. The cost of energy is increasing worldwide and significantly
contributes to the cost of production. The industry works for profits, so energy and
resources impact the manufacturing and hence the most important enabler for GM
implementation.

The world market is open for all companies, so competitiveness is the primary
factor which governs the survival of manufacturing units in the market. The
companies have limited scope of reducing their profit margins, so the only way to
be competitiveness is by reducing the cost of production which can be achieved by
implementation of GM. The adoption of newer technology is not possible without
capital investment and human resources which can implement, maintain, and
operate the newer technology. The newer initiatives require the commitment among
the top management which will allocate funds and direct the organization in the
direction of implementation of GM.

The companies are dependent to many other vendors and suppliers for supply of
various sub-assemblies, parts and consumable and if all such suppliers and vendors
are having active green initiatives that would enable the companies to implement
GM. Lastly, the information technology plays a vital role in adoption of newer
technology like GM. It helps in operations of newer systems by providing support
in data storage, analysis, simulations, interpretations, etc.

This research utilized MOORA method which is one of the multi-criteria
decision making (MCDM) method to evaluate the importance of enablers of GM.
Various other MCDM methods can be applied such as TOPSIS and AHP for
assessment of the enablers by taking inputs from different group of stakeholders for
evaluation of enablers from different perspectives. A structural model of enablers
using interpretive structural modeling or structural equation modeling like tech-
niques will put more light on the impact, relationship, and hierarchy of the enablers
to understand the GM implementation process better.
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Military Airworthiness and Certification
Procedures: Global Scenario

Kanchan Biswas

1 Airworthiness

Airworthiness can be defined as ‘Demonstrated capability of an airborne store to
perform satisfactorily and fulfil the mission requirements, throughout the specified
life in the prevailing environments with acceptable level of safety and reliability’.
Federal Aviation Administration (FAA) order 8130.2H stipulates two conditions for
an aircraft to be airworthy. An aircraft is airworthy if it conforms to its Type Design
and if it is in a condition for safe flight. [1]. The type design is the design against
which the aircraft is certified and therefore describes the initial airworthiness
requirement towards ‘Certification’ and the second part of the definition refers to
the aircraft status on date and thus is related to ‘continued airworthiness’ which
regulates the repair, maintenance and operation of the aircraft throughout its
lifespan.

To make the aircraft design safe, airworthiness authorities specifies certain
design requirements called ‘Regulations’. The regulations are intended to promote
safety by eliminating or mitigating unsafe conditions that can cause death, injury or
damage of properties. Airworthiness Authorities establishes these Regulations.
These regulations differ depending on whether the aircraft is for military or civil
applications and also on the country of origin/regulatory bodies. A fundamental
difference between civil and military aircraft design objectives are that a civil
application will look for passenger comfort, safety and economy of operation while
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its military counterpart will look for completion of mission tasks as primary design
driver with the safety levels set as agreed between manufacturer and users (defence
services). Thus to get a slight edge over the contemporaries, military aircraft
designs often use technologies, which are yet to be proven to their maturity [2—4].

It must be borne in mind that ‘No machine can be built which would never fail’
or ‘No human could be found who never commits error’. Consequently, all modes
of transportation have to tolerate certain amount of risk or lack of safety. While
determining the ‘acceptable level of safety’ is must be appreciated that absolute
safety is hypothetical and can be achieved only at infinite cost. Akin to the eco-
nomics law of diminishing returns, the airworthiness standards have to be a balance
between safety concerns and the cost and practicability from design and manu-
facture point of view. This is explained in Fig. 1 [3].

2 System Safety

‘Safety means freedom from death, injury or damage to people on board as well as
collateral damage to human life and property in the ground (accident)’. Every
activity has a risk threshold beyond which accident will be inevitable. Airworthi-
ness control is to minimise the risk and maximise the effectiveness. All the air-
worthiness standards, military or civil, whether that of USA, Europe or Russia, have
a common point of reference which is that an inverse relation should exist between
probability of occurrence of an event and the degree of hazard inherent in its effect
(see Fig. 2).

System safety requirements are defined for civil aircraft in SAE ARP 4761 [5]
and for military aircraft in US DoD (Department of Defence) document Mil-STD
882D [6]. ARP 4761 considers failure severity as catastrophic, severe major,
major and minor. A ‘catastrophic damage’ means loss life, aircraft and property,
while a minor failure indicates certain inconvenience. The permissible failure
probability depends on the severity of the failure. The failure condition severity and
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Fig. 2 Inverse relation between damage occurrences and hazard content [3, 25]
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Fig. 3 Damage acceptance decision matrix: military aircraft [5, 25]

permissible frequency of occurrence and the corresponding design assurance level
(DAL) is shown in Table 1. Mil STD 882 considers four failure severities and five
level of frequency of occurrence. The damage acceptance criterion is based on
‘Hazard Index’ which is defined as the product of ‘damage severity’ and the
‘frequency of occurrence’ of the event. The decision matrix for hazard acceptance
as per Mil Standard is shown in Fig. 3.

2.1 Flight Safety and Airworthiness

For completing any task certain risk may be required to be taken. Risk level
increases with the complexities of the task. Safety decreases with increase in risk
taken at some level it may be unsafe to operate. A ‘Risk Threshold’ may be defined
as the level of risk beyond which accidents are inevitable. This ‘Risk Threshold’ is,
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Table 1 Falure condition severity and permissible probaility of occurrence (SAE ARP 4761)

Falure severity Minor Major Severe major | Catastrophic

classification (Hazardous)

Failure condition Slight Significant Large Codition which prevent

effects reduction in reduction in reduction in continued safe flight and
safety margin | safety margin safety margin | landing

Permissible 1073 1073 1077 107 (extremely

probability of (frequent) (remote) (extremely improbable)

failure remote)

Development of Level D Level C Level B Level A

assurance level

(ARP 4754)

however, not a stationary one and it keeps varying based on the role, function and a
host of other associated factors. It needs therefore to be reassessed under each
changing scenario. The threshold would vary depending upon the accuracy and
resolution levels of the various instruments and other associated systems used for
the purpose of flying. For example, if an aircraft depends only on barometric
altimeters, the accuracy of altitude prediction may be in the range of +500 feet.
This has an effect on the vertical separation requirement of two aircraft flying in the
same flight corridor. With INSGPS, the altitude could be measured at much more
accurately and this has facilitated International Civil Aviation Organisation (ICAO)
to reduce the requirement of Relative Vertical Separation Minima (RVSM) from
2000 to 1000 feet and ease the traffic congestion.

Thus, it could be appreciated that the safety level would mainly depend on the:

(a) Airworthiness status of the aircraft,

(b) Cost and time of development and the implementation of the maintenance
procedures,

(c) Operating crew and their skill,

(d) Maintainability and the maintenance crew skills,

(e) Air traffic control system and its effectiveness,

(f) Effectiveness of the navigational aids,

(g) Effectiveness of weather forecast.

The ‘flight safety directorate’ is primarily responsible to estimate the risk
threshold under all dynamic conditions and take appropriate measures. The basic
purpose of flight safety studies is to ensure that the chances of achieving the tasks
should be optimal while risks are minimal. The flight safety directorate has a very
complex duty to perform. On one hand, the military training must give a high level
of exposures to possible war scenario and threats. The directorate has also to ensure
that in peace time high level of risks are to be avoided within the stated training or
operational tasks. This is because the accidents have very deleterious effects on the
morale of the flier. During the war time, however, task achievement is paramount
and hence risks are to be taken even at high degrees if the operational requirements
dictate.
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The main purpose of the flight safety studies can therefore be summarised as
follows:

(a) Identify and minimise those risks which may contribute to accidents,

(b) Avoid very high cost of losses and damages,

(c) Identify all risk hazards real or potential at all levels and all phases of flying,
(d) Risk thresholds are dynamic and they need to be reassessed,

(e) Continuously reassess the risks and make necessary readjustments.

3 Certification

Certification is a process of evaluation and documentation of Compliance of a
Product to its specified requirements and declares ‘safe to fly’. It is a third-party
assurance to the user that the product has been designed, developed, evaluated and
produced in such a manner that its quality, reliability and integrity meets the
requirements. While, certification is a declaration that a product design conforms to
the stipulations as defined in specification, airworthiness, on the other hand, is an
explicit declaration that the product item built is certified to be airworthy, with
limitation as applicable. A product that is certified need not be airworthy, unless
each product item built is also individually qualified as airworthy. It is thus seen
that airworthiness and certification are complimentary. An aircraft can really be
considered airworthy when [7]:

(a) Its type has been designed to and approved as meeting the applicable certifi-
cation standards,

(b) It has been manufactured by an approved organisation, in accordance with the
conditions of its certification of approval to conform with the approved type
design,

(c) It has been maintained by qualified people in accordance with an approved
system and inspected in accordance with all applicable directives issued by the
airworthiness authority,

(d) Further, on compliance of (c) above, no significant defects have been found and
not rectified.

ICAO recognises only two types of aircraft, viz. civil and state aircraft.
According to ICAOQ, aircraft used for military, customs, police and firefighter are
considered state aircraft and is not within airworthiness control of ICAO. The
operational procedure for state aircraft need not conform to ICAO requirements.
Governments can therefore ‘Self-Certify’ their state aircraft as airworthy and
compliant to controlled airspace performance requirements. However, if a state
aircraft has to fly in civil airspace, it is expected to comply with ICAO norms for
airspace access and utilisation. Otherwise, ‘State’ aircraft can be denied access to
civil controlled airspace [8].
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In most countries including US, UK, Australia, military certification is carried
out by the military airworthiness directorate of the armed forces. It is understood
that similar procedures were also followed in the erstwhile Soviet Union. Besides
military standards, military policy directive and detailed staff instructions are
released for certification. No third-party certification exists and the military air-
worthiness authorities carry out qualification and performance verifications with a
purpose of inducting the aircraft into state service. In India, however, there are two
third-party authorities in the Ministry of Defence, namely Centre for Military
Airworthiness and Certification (CEMILAC) for design certification and Director
General Aeronautical Quality Assurance (DGAQA) to provide quality assurance
coverage and accord inspection approval of the product and services.

4 Military Certification

Military certification is not equivalent to civil certification (e.g. FAA certification);
it concerns the general concept of airworthiness as well as rules for design and
performance evaluations. Each government has its own rules to ‘Self-Certify’ their
state aircraft as airworthy and compliant to some specified and controlled airspace
performance requirements. In the rules for military aircraft, the operational risk and
time of use are defined for each type of aircraft. While there is no conceptual
difference on airworthiness, the civil and military certification differs on the fact
that:

(a) Governments can ‘Self-Certify’ their state aircraft,

(b) Operational risk is defined and accepted by the service,

(c) Military certifications differ on the degree and coverage of the evidences nee-
ded. This is in general limited by contract, budget, lack of past legal liability
and aircraft type and legacy,

(d) Acceptance of specific tasks and the risk levels can vary with aircraft purpose
and type.

Military certification differs from civil procedure broadly due to the fact that the
military certification takes the new aircraft up to the level of qualification for
induction into service by issuing an operational clearance. The certification pro-
cedure followed is as follows:

(a) Approval builds up in a building block method,

(b) First it’s foundation is built from each components’ compliance evidences,

(c) Then systems’ performance compliance evidences are added,

(d) Then aircraft performance compliance evidence meeting compliance to staff
requirement are recorded,

(e) A compliance document is prepared capturing the evidences generated through
analysis, aircraft inspection, system integration test and flight tests.
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Table 2 Comparison of civil and military certification
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Objectives Civil aircraft certification Military aircraft certification

Business International business through Military aviation is under each

outlook common rules and collaboration individual nation’s
responsibility/sovereignty

Design Internationally accepted Different standards followed by

standard airworthiness regulatory standards different nations e.g. Mil (USA), Def.

followed (FAR/CS) Stan (UK)

Compliance Compliance to airworthiness Tailored airworthiness certification
certification criteria (ACC) based criteria. Demonstration restricted to
on aircraft category budget provisions and various other

criteria

Continued Part of airworthiness certification Continued airworthiness is defined by

airworthiness and documentation OEM and executed by military

International Mutual acceptance amongst Each nation operates its own

relation nations through bilateral aviation airworthiness certification system
safety agreement

Certification Verification and demonstration of | Qualification and issue operational

objectives compliance to regulatory clearance for induction into state

requirement

service through issue of Release to
Service Documents (RSD)

A comparison of the certification requirements of civil and military aircraft is
shown in Table 2 [9, 10].

5 Military Certification Procedures in Different Countries

International regulations and standards for military aviation safety are varied, which
leads to diversity in structures of military aviation safety organisations in different
countries. Only a few military authorities like those of UK, USA and USSR have
published military design standards. However, USSR documents are not readily
available in the open literatures. While all civil airplane designs have to meet civil
regulations, most military aircraft designs world over follow either civil regulatory
standards like FARs, CARs, JARs or military standards US DoD and MoD UK
documents. In general for the military airplanes, the military specification and
documents nominate some specified elements like:

(a) Handling qualities;
(b) Weapons, ammunition stores and self-defence suites;
(c) Specific operations in wartime;

(d) Military Role, mission and Tasks.
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6 Military Airworthiness in UK

With effect from 1 April 2010, the Secretary of State for Defence (SofS) established
by Charter the Military Aviation Authority (MAA) as the single independent reg-
ulatory body for all Defence Aviation activities in the UK [11]. As the ‘Regulator’,
Director General MAA (DG MAA) is accountable to SofS, through the second
Permanent Under-Secretary of State, for:

(a) providing a regulatory framework,

(b) given effect by a certification,

(c) approvals and inspection process for the acquisition,

(d) operation and airworthiness of air systems within the Defence aviation
environment.

DG MAA is the owner of the MAA Regulatory Publications (MRP) and has the
authority to issue them on behalf of the SofS. MAA carries out Military Air Sys-
tems Certification Process (MACP) in six stages as per MAA document ‘RA 1500-
Certification of UK Military Air System’ prior to their Release to Service (RTS) as
shown in Fig. 4.

The details of full and tailored MACP are discussed below [12, 13].

(a) Full MACP—The MACP should be applied in full for the certification con-
siderations of:

(1) Full MACP for New Design leading to issuing Military Type Certificate
(MTC).

(2) Full MACP for major change—Ileading to Approved Design Change
Certificate (ADCC).

(b) Tailored MACP—For Air systems that were procured prior to Sep 2011.
(c) Release to Service Recommendations (RTSR).
(d) Urgent Operational Requirements (UORs).

Design standard followed is normally Def-Stan-00-970 [14].

Military Air Systems Certification Process (MACP)

6 Phase Approach
Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6
Identify the Establish and Produce Final Undertake
requirements agree the Agree the x
for and obtain {-» Type -»| Certification [» DC';:"‘OT;EE || Re?;;t:nd > Ceth"giLtion
organizational Certification Programme P Certificate i
approvals Basis

Fig. 4 Six stages military air systems certification process (MACP); MoD, UK [12]
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7 Military Airworthiness in USA

The Secretary of the Air Force (AF), USA issued AF Policy Directive no. AFPD
62-6 on 11 Jun 2010 [15]. According to this directive, USAF is responsible for
assuring the airworthiness of the aircraft which it operates. The directive establishes
policies for formal airworthiness assessments to ensure that AF operated aircraft are
airworthy over their entire life cycle and maintain high levels of safety. This policy
is implemented by detailed procedures indicated in AF Instruction no. AFI 62-
601, dated 15 Jun 2010 and supplemented on 12 May 2011 [16]. According to the
supplement, a Technical Airworthiness Authority (TAA) and an AF Airworthiness
Board (AB) chaired by the TAA have been created in the Air Force Material
Command (AFMC) to provide independence in airworthiness determinations. It
establishes the requirement for design-based airworthiness certification and also to
provide non-design-based special flight release of aircraft. It enables AF acceptance
of FAA certifications, evaluations and inspections and disestablishes the Airwor-
thiness Certification Criteria Control Board (AC3 B).

7.1 USAF Military Aircraft Certification Procedure

According to the USAF policy directive [16], the types of approach will be
followed:

(a) A design-based airworthiness Assessment,

(b) A Non-design-based airworthiness Assessment,

(c) Certification of,

(d) Commercial Derivative Aircraft (for transport fleet only).

For non transport aircraft project, Project Managers (PM) shall request the TAA
to make a determination to proceed with one of the two above possible alternative
assessment processes. Design-based assessments are the preferred approach, while
non-design-based assessment is adopted ‘by-exception’ basis for unique aircraft or
situations.

7.1.1 Design-Based Airworthiness Assessment

The design-based certification is carried out when adequate design information is
available. The certification is carried out in accordance with the USAF policy
directives [15] and USAF Instruction [16] in stages of evaluations. This will lead to
issuance of military experimental flight release and finally issuance of Military
Type Certificates (MTC). As approved by TAA, the Project Manager shall obtain a
MTC before entry into service and maintain Military Certificate of Airworthiness
(MCA) for each tail number. Issuance of an MTC indicates that:
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(i) Aircraft design documentation accurately defines the configuration which
meets the certification basis and the aircraft design is in compliance with
requirement.

(i) The design package includes all necessary technical information required to
construct, maintain and operate the aircraft system throughout its approved
service life.

(iii) Mission usage has been defined and approved, and the flight manual accu-
rately describes the permissible flight envelope.

(iv) A service life limit has been established and approved for the type design.

7.1.2 Non-design-based Airworthiness Assessment

A non-design-based (NDB) airworthiness assessment is conducted in accordance
with USAF policy directive [15] and USAF instruction [16], when it has been
determined by the TAA that a design-based airworthiness certification cannot
reasonably be accomplished, but there is a compelling military need to operate the
air system. When followed to a successful conclusion, the result of this process is
TAA issuance of a special flight release. The non-design-based special flight
releases process is used to identify and assess the inherent risks of operating these
aircraft and to formally acknowledge acceptance of these risks during their flight
operations.

7.2 Commercial Derivative Aircraft (CDA)

USAF utilises FAA type certified aircraft for their military transport air applica-
tions. USAF accepts these aircraft as Commercial Derivative Aircraft (CDA). In
fact FAA type certification is a preferred route by USAF. However, there may be
applications which are more severe than civil roles or exceed FAA cleared flight or
usage environment. Hence, CDA requires additional Military Type Certification
(MTC) to be issued by TAA. The basis for issuance of MTC will be baseline FAA
certification and additional certification requirement as assessed by TAA or any
item which was not included by FAA in their TC process. MIL-HDBK-516 [17]
shall be used to define applicable military airworthiness certification criteria,
standards and methods of compliance and FAA order no 8100.101 [18] procedure
will be followed for processing certification. Any item not listed on an FAA form
8130-2 or 8130-31 (i.e. items which are not included in the FAA TC) are to be
included in MTC. FAA special airworthiness certificates in the experimental cat-
egory are not an acceptable certification basis for AF CDA airworthiness certifi-
cation. Maintenance of CDA is to be dealt with as per AFI 21-107:Maintaining
Commercial Derivative Aircrafft.
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8 Military Airworthiness of Australia

Chief of Defence, Australian Defence Forces (ADF) and Secretary of Defence
directed that ADF implements self-regulation of its Aviation Practices to meet
Defence Safety Objectives. Accordingly, Department of Defence, Australia, issued
Australian Air Publication AAP 7001.048, ‘Defence Aviation Safety Pro-
gramme (DASP) Manual’ on 30 June 2014 [19]. As per the AAP, Chief of Air
Force will be ‘Defence Aviation Authority’ accountable for establishing and
managing DASP. He will be supported by Deputy Chief of Air Force (DCAF) as
Operational Airworthiness Regulator (OAR) and Director General Technical Air-
worthiness (DGTA) as Technical Airworthiness Authority. These directorates are
responsible for establishing the regulatory framework which includes formulations
of Regulations, Acceptable Means of Compliance and Guidance Materials. The
functional diagram of the regulatory process is shown in Fig. 5.
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9 Military Airworthiness in Russia

The military airworthiness procedure that was followed in the erstwhile Soviet
Union is not very clearly available. There are various aviation design bureaus and
manufacturing complexes. Operational requirements of the military stores are cre-
ated by the air force and these design houses create designs to meet those military
requirements. During the design and development process, the design bureaus take
support from various state research institutes on aerodynamics and other aircraft
systems. In fact the design bureau creates number of design alternatives. These
competing designs are evaluated against each other and a winner is chosen which
would then be assigned to one or more manufacturing complexes. Soviet Union had
developed their own state standards GOST (Russian: I'OCT an acronym for
gosudarstvennyy standart). All Russian designs use these state standards. The
production and quality system ‘Oboronsertifika’ followed in the defence industries
is similar to international quality standards [20].

Among the various scientific institutions involved in aircraft design and certi-
fication a few important ones are:

(a) Central Aero-Hydrodynamic Institute (TsAGI). Founded in 1918, located in
Zhukovsky near Moscow. TSAGI has expertise in both test and analysis in
aerodynamics, structure and aircraft systems as well as aircraft certification.
They are entrusted with the responsibility of aircraft certification.

(b) Gromov Flight Research Institute (LII). Founded in 1941, located in
Zhukovsky. LII is the research centre for all flight tests and evaluations.
International Aviation and Space Salon (MAKS) is hosted at this airport every
two years.

(¢c) Baranov Central Institute of Aviation Motor Development (TsIAM).
Founded in 1930, located in Moscow. TsIAM has all necessary engine test
facilities and takes up engine certification.

(d) All-Russian Research Institute of Aviation Materials (VIAM). Founded in
1932, VIAM is located in Moscow. VIAM is responsible for qualification of
aviation materials.

(e) State Research Institute of Aviation Systems (GosNIIAS). Founded in 1946,
located in Moscow. GosNIAS is responsible for development and certification
of aviation systems.

10 European Defence Agencies (EDA)

On the similar lines of European Aviation Safety Agency (EASA), European
Defence Agency has been formed in November 2008 [21, 22]. Under the chair-
manship of EDA, Military Airworthiness Authorities (MAWA) forum was estab-
lished by Defence Ministers of Europe to harmonise the European Military
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Airworthiness Regulations (EMAR) of participating Member States. MAWA Forum
comprises representatives from the Military Airworthiness Authorities of partici-
pating Member States (pMS) and industry representatives. The driving factors and
benefits as anticipated are enhanced military aviation safety and improve cooper-
ation between military and civil regulatory bodies of the pMS as well as to reduce
competition and enhance interoperability.

The aim of the MAWA Forum is to harmonise the national military airworthi-
ness regulations of its pMS through a common set of harmonised EMARs,
Acceptable Means of Compliance and Guidance Material that can be implemented
into national airworthiness regulations by all pMS. The EMARs will ensure greater
standardisation of each pMS’s approach to military airworthiness across Europe by
detailing the procedures and processes necessary to achieve this.

11 Military Airworthiness in India

Military Airworthiness certification process in India has been modelled after the
earlier British system. The system is based on concurrent design and clearance
leading to eventual certification. Milestones in the design and development process
are agreed between the design groups and the certification authority and the design
is reviewed from airworthiness and safety point of view along with the progress of
the design. At appropriate stages, test procedures are examined, approved and tests
are carried out. The test results are reviewed for acceptance, redesign or retest. This
approach was adopted since the certification authority, viz the Chief Resident
Engineer (CRE) and the inspection authority Chief Resident Inspector (CRI) were
co-located with Defence Public Sector HAL (Hindustan Aeronautics Limited) who
is responsible for design and development (D&D). The background for adopting
this concept is that if redesign or retest has to be undertaken because of airwor-
thiness and safety compulsions, when the entire aircraft design is complete, it will
result in a major effort affecting the cost and time schedules [23]. Though both CRE
and CRI organisations have been changed to CEMILAC and DGAQA, the
inspection and design certification procedure has practically remained the same.
However, this process conceptually greatly differs from those followed in US,
UK and many other countries where airworthiness functions are delegated to the
contracting firm through approved designers and airworthiness groups within the
firm. At mutually accepted major milestones, reviews are carried out as per the
agreed documentation of the contract. The Government, through the certification
provision, holds the authorised personnel within the firm responsible for the air-
worthiness certification of the aircraft. In contrast, in India, the regulatory author-
ities CEMILAC and DGAQA hold interaction with the D&D team on a day-to-day
basis and carry out spot checks to identify design/production deficiencies during the
prototype design and development stage. This becomes counter-productive and
causes delays as unless and until one stage is cleared the designer cannot proceed to
the next stage. Needless. to_say, the benefit claimed for adopting of this process is
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not realised till confirmatory tests are conducted with the participation of all
agencies. It may therefore be advisable to consider a process of self-certification by
the approved firms with regulatory monitoring and control of approved signatories
for design and quality assurance.

11.1 Indian Military Certification Procedure

For Military Certification in India, MOD Document ‘Procedures for Design
Development of Military Aircraft and Airborne Stores—2002° (DDPMAS—2002)
guide lines are followed [24). Section III, Chapter-1 of DDPMAS—2002, discusses
the concurrent certification procedure to be followed for D&D of an ab-initio
aircraft. Chapters 3 and 4 discuss the procedures to be followed during licence
production and bought out aircraft. This document, however, does not support
certification of an already developed system. Besides this procedural document,
there is no other Certification Procedure Document or Manual Available. The
certification and continued airworthiness functions are shown in Fig. 6. The cer-
tification procedure is shown in the block diagram in Fig. 7.
Some of the salient features of this procedure are:

(1) CEMILAC accords Design Approval (DA) to the development house and
approves authorised signatories.

(2) As per DDPMAS, both CEMILAC and DGAQA are to participate in PDR,
CDR.

(3) DGAQA approves quality management system of the production house and
approves inspectors.

l Military Airworthiness ‘
|

Certification ‘ Continued Airworthiness
* Manufacture
. . Modificati
Airworthiness Performance : Lifoe Elvzi;fgn
& Safe Validation & RSD
2 o Defect & Accident
H U Investigation
* Upgrades
For Ab-inition Design and * Weapon & System
Developed Aircraft and Systems Integration

|

For Certified, license manufactured
and bought out fleet

Fig. 6 Military airworthiness functions
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Fig. 7 Military certification procedure as per DDPMAS—2002, Section-III, Chapter-1

(4) Design SOP (Standard of Preparation) is to be finalised after all tests are
completed, however, DGAQA carries out stage inspection during prototype
fabrication and build up. To facilitate this activity, CEMILAC co-ordinate
Design SOP in the detail design stage itself.

(5) Ground test schedule is approved by CEMILAC. Test rig is inspected and
cleared by DGAQA. Test report is co-ordinated by DGAQA.

12 Discussion and Conclusion

Aviation regulatory activities for air systems are mainly separated into:

(a) Technical certification, ensuring that the aircraft meets the technical require-
ments set out in the regulations;

(b) Operational approval, which is the official declaration that the aircraft is
compliant to intended operational exploitation.

While technical certification standards and procedures are well documented,
there is no uniformity in the procedures followed in different countries as regards to
the self-certification of the state aircraft. In fact, each state defines how and by
whom their state certification will be carried out. Besides, the certification processes
are insufficiently documented and for reasons of security not made available to
others for scrutiny, though this does not mean that the regulatory processes are
violated.
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While most countries follow self-regularity control by their military airworthi-
ness directorate, India follows a third-party certification route. Here again, the
certification procedure and regulatory requirements are not well documented and
available in public domain. In view of this, there is more of direct involvement by
the regulatory bodies in day-to-day activities rather than relying on or holding the
design and production agencies responsible for aviation safety. Besides, there is no
apex body to guide and monitor for a unified approach towards design certification
and product quality assurances in a development project.
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Improving Assembly Line Efficiency
and Output Using Assembly Line
Balancing and Reducing
Non-Value-Added Activities

Prateek Sharma and Meeta Sharma

1 Introduction

Assembly line balancing refers to properly assigning tasks to workstations such that
time at each station is nearly the same. In line balancing, the leveling of workload
across all the processes in a cell or value stream is completed to remove bottleneck
from the flow, thus making it smoother. This task is carried out in the companies to
achieve one-piece flow of product so that the wastes occurring in the system due to
waiting can be eliminated. The assembly lines generally are of two parts as
single-model assembly line and multi-model assembly line. A single-model
assembly line is one which is designed for a single product or model across the line
and a multi-model assembly line is one which is designed for different products. In
multi-model, variety of products can be made on the same assembly line. The main
objective of line balancing is to eliminate the wastes related to defects, overpro-
duction, transportation, and waiting.

The major work done related to this field is summarized and presented ahead.
Kumar and Mahto[1] have presented an actual case of industries where different
components are manufactured to achieve productivity improvement, applied group
technology for reducing production cost, and number of workstations.

Morshed and Palash [2] had focused on improving the efficiency of single-model
assembly line by reducing non-value-added activities, cycle time, and distribution
of workload at each station by line balancing.
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Kumar and Mahto [3] have reviewed works of different authors in the area of
assembly line balancing and have found out the developments and trends in
industries to reduce the workstations and the total equipment cost.

Kriengkorakot and Pianthong [4] presented an up-to-date review and have dis-
cussed the developments in classification of assembly line balancing problems.
They have also presented suggestions and summaries for future in the field of
assembly line balancing.

Kumar et al. [5] presented paper on a case study of wire harness assembly line
and discussed about the improvement in the productivity and quality using kaizen
and line balancing. They have calculated balance rate before and after
improvement.

Amardeep et al. [6] presented the work on overall efficiency of a single-model
assembly line.

Sathish and Lakshmanan [7] evaluated through a case study of an instrument
cluster assembly line and showed that there is improvement in the efficiency by
assembly line balancing. The efficiency has been improved from 46 to 86% by
reducing the workstations and the number of operators.

Chandra [8] focuses on the crucial area of productivity improvement with the
astute use of work study technique mixed with modern soft skills. It also concluded
that the systematic application of method and time study improves the productivity
and profit with reduction in costs.

Nordin et al. [9] explored the extent to which the lean manufacturing has been
implemented in the Malaysian automotive industries. In the study, the barriers such
the implementations of lean manufacturing, i.e., lack of understanding and the
attitude of the employees as are also analyzed.

Talib Bon and Daim [10] worked on the time and motion study in order to
increase the production and also identified the possible improvements that can be
made by observing the manpower so that the production can be increased and
simultaneously cost can be reduced.

Krishna Kumari et al. [11] presented a case study of small-scale industry to
implement lean system to improve the productivity by eliminating the
non-value-added activities. The literature survey provides the idea for designing the
assembly line base.

Sharma and Sharma [12] in their paper presented a case study of wire harness
assembly line and the productivity and efficiency were improved by using lean
manufacturing concepts.

Balancing the assembly line keeping the takt time and cycle time in mind can
help in increasing the efficiency as well as production of the assembly line.
Non-value-added activities are a major source of waste occurring in any manu-
facturing system. These are the activities that do not add any value to the product,
i.e., the activities that are not being paid by the customer to the company but the
company has to pay for the same. Identifying these types of activities and elimi-
nating them can help the companies save their resources.
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2 Problem Modeling

Assembly line balancing is very important to achieve increased efficiency and
productivity. Efficiency of the assembly line helps in determining the effectiveness
of any system. In this problem, the required results have been obtained by balancing
the takt time for improvement.

The takt time is the average time between two successive units and can be
evaluated as,

D

where “T” is the takt time, “T,” is the available time or shift time, and “D” is the
demand of the customer per day.

Cycle time is the total time from start of process to end of process, i.e., maxi-
mum time allowed at each workstation. For a smooth operation, the cycle time
should be less than takt time so that the demand from the customer end can be met.

Efficiency: It can be defined as the ratio of total minutes produced to the total
minutes available

_ Total Minutes Produced
= Total Minutes Availabe

_ Output * Ty * 100
B T,*N

where “Output” refers to the actual number of products produced in the shift, “7,”
is the standard time of the product. Standard time is the time required to make a
complete product from start to end, “7,” is the available time or shift time, and “N”
is the total number of operators.

Line balancing basically refers to the balancing of any assembly line. It is the
term commonly used for properly assigning tasks to workstations such that time at
each station remains same. Line balancing means the leveling of workload across
all the processes in a cell or value stream to remove bottleneck from the flow.

3 Results and Discussions

In the present case study the assembly line balancing of existing system and the
proposed system have been analyzed by finding the takt time, cycle time, and
efficiency.

Figure 1 shows the existing layout of the assembly line. In this layout, the
process starts from the kit stations represented by KIT in the figure. The kits made
by the operators are routed on the trolley and the same continues till the last
workstation. Then the complete kit is routed on the board for tapping. The boards



336 P. Sharma and M. Sharma

UT || Hagy i T
STM[GE' FUSESVISION RO MYLAR/CLIP ST i || e

[ reout o TRoLLy [ tRowy Jof TRoLLy |

\ N || ] St | . / I*-i T* H Tw d TFLHI-I i'ﬂoufl

L Ll KIT KT

|

ATOHL |
L

Fig. 1 Layout of existing assembly line

s HANKING :
HANKIG || FusEsvisI 08 MYLAR/CLIP ST. KT it e
[ rroiir Jof TRoLLY [ WOLI.T H lRm.L\']-{ mm.u] - = —

E 5

= W HEE
Blam| 2

B0ARD £

S | S | in | -— riour]—| ‘RDLL\‘ Je=[ mrowey [ ThouLy W amom ==

| 1A

" ar wr ‘ KT H KT H ‘ M ‘

Fig. 2 Proposed layout of assembly line

are mounted on a conveyor. After tapping is completed, the harness is sent to myler
where the dimensions of the harness are checked, then to ring outboard for checking
the circuits, then to the vision for plugging the fuse, and finally to the hanging area
for packing and quality check. In this process, the takt time is taken as 7 min.

3.1 Proposed Layout

Figure 2 shows the proposed layout. In this layout, 3 stations have been added
considering takt time of 5.50 min. So the work has been divided to these stations
accordingly. The blocks indicated by USM represent ultrasonic machine for the
welding of splices. The splices can be made here and are kept in the racks repre-
sented by SPL in the ﬁgure This will help in eliminating the transportation as well
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Table 1 Calculations for current layout

Available time (min) Standard time (min) Number of operators Output | Efficiency
465 129 26 54 57%

The following results were obtained after studying the existing and the proposed
layouts.

Figure 3 shows the average time for the stations depicted in blue and the line in
red shows the takt time. From the graph, it is clear that the average time for almost
all the stations is above the takt time, so the required output and efficiency cannot be
achieved. Calculations for this layout are shown in Table 1.

3.2 Proposed Layout

Figure 4 shows the average time of stations in blue and the line in red shows the
takt time. So all the stations have been balanced and are under limits, thus cycle
time has also been balanced. The calculations for the proposed layout are shown in
Table 2.

Table 3 shows the comparison of the two layouts. As it is clear that the effi-
ciency and production have increased, thus the layout can be implemented.
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Table 2 Calculations for proposed layout

Available time (min) Standard time (min) Number of operators Output Efficiency
465 129 30 86 80%

Table 3 Comparison of layouts

S. no. |Layout Standard Available | Takt time | Number of | Output | Efficiency
time (min) |time (min) | (min) operators (%)
1. Current 129 465 7 26 54 57
layout
2 Proposed | 129 465 5.50 30 86 80
layout

4 Conclusions

The analysis of the assembly lines (existing and proposed layouts), provides the
following conclusions:

1. The takt time has been reduced from 7 to 5.50 min.
ii. The per day output has increased from 54 units to 86 units.
iii. The efficiency of the assembly line has increased from 57 to 80%.

The proposed assembly line is more effective than existing one and therefore
thus can be implemented for such conditions.
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Mechanical Behavior of Laminated
Composite Curved Tubes

Hamidreza Yazdani Sarvestani and Mehdi Hojjati

1 Introduction

Composite curved tubes are used as primary structures in many engineering fields
such as aerospace, offshore, and infrastructure industries. These structures usually
are moderately thick, and they are subjected to certain loads such as tension,
torsion, shear, and bending. The study on mechanical behavior of composite tubes
subjected to mechanical loadings is required to figure out their design capability.
Due to the anisotropic behavior, composite curved tubes are much more difficult in
analysis, especially in an ultimate stress analysis than an isotropic tube. A large
number of studies have been conducted to obtain stresses and perform failure
analyses on composite straight and curved tubes.

Ting [1] and Chen et al. [2] investigated a cylindrical anisotropic circular tube
subjected to pressure, shear, torsion, and extensive loads for axisymmetric defor-
mation of a homogeneous tube assuming the stresses as a function of radial dis-
tance. Shearing and radial stresses in curved beams were developed based on
satisfying both equilibrium equations and static boundary conditions on the surfaces
of beams [3]. Dryden [4] obtained stress distributions across a functionally graded
circular beam subjected to pure bending by using stress functions. The free
vibration analysis was performed on functionally graded beams with curved axis by
using the finite element method to discretize the motion equations [5]. A first-order
shear deformation theory was used to study static and free vibration behavior of
generally laminated curved beams [6]. Wang and Liu [7] presented elasticity
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solutions for curved beams with orthotropic functionally graded layers subjected to
a uniform load on the outer surface by use of Airy stress function method.
A mathematical model was developed to analyze the mechanical behavior of
laminated glass curved beams [8].

The review shows that there is a lack of research on the stress analysis of thick
composite curved tubes subjected to mechanical loadings. Although finite element
methods can be used for analyzing such structures, it is necessary to do the meshing
for each structure every time some dimensions or lay-up sequences are changed. In
response to this need for an alternative, rapid and low computational cost method,
the present work is devoted to develop a method that can provide stresses for thick
composite curved tubes subjected to pure bending moment with simple inputs.
Displacement approach of toroidal elasticity (TE) and layerwise method is used.

2 Formulation

By using the developed displacement field of single-layer composite curved tubes
and layerwise method, a new displacement-based method is proposed to analyze
thick laminated composite curved tubes. Note that the detailed derivations can be
found in [9, 10]. Here, the necessary formulations are explained briefly allowing
readers to understand the procedure.

2.1 Displacement Field of Single-Layer Composite
Curved Tubes

2.1.1 Governing Equations in Toroidal Coordinates

A thick laminated composite curved tube with a bend radius R, mean radius R; and
thickness # is subjected to a pure bending moment, M, as shown in Fig. 1. The
cross section is bounded by radii @ and b. Toroidal coordinate system (7, ¢, ) is
placed at the mid-span of the composite curved tube, where r and ¢ are polar
coordinates in the plane of the curved tube cross section and € defines the position
of the curved tube cross section.

A derivation of the governing equations for linear three-dimensional theory of
elasticity in the toroidal coordinates has been given for isotropic materials by Zhu
and Redekop [11]. The theory is extended here to cover the case for orthotropic
materials. The toroidal governing equations are presented as [11]:
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Fig. 1 Geometry and the coordinate system of a composite curved tube
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where u, v, and w represent the displacement components in the r, ¢, and €
directions, respectively. Upon substitution of Eq. (3) in the constitutive equations
for orthotropic materials, stress—displacement relations are obtained. Substituting
stress—displacement relations in Eq. (1), Navier equations in toroidal coordinates
are obtained as:
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where the coefficients in Eq. (3) are defined in [9]. The three Navier equations serve
as the fundamental equations for the displacement-based toroidal elasticity. As it is
impossible to find an exact solution for the Navier equations, the method of suc-
cessive approximation is used to obtain an approximate solution.

2.1.2 General Solution for In-Plane Pure Bending

A direct solution is formulated to avoid the complications which arise from the use
of stress function. The solution for the displacement is thus sought in the following
form:

u=ar" cos(ng) cos(0)
v=>br"sin(ng¢) cos() (4)
w=cr" cos(ng) sin(6)

The quantities a, b, ¢, m, m, and n are constants and parameters which are
determined in the reference [9]. Eventually, the general form displacement field of
single-layer composite curved tubes of the kth plane and up to the nth order is
presented as (the detailed derivation can be found in [9]):

u®(r, ¢,6) = &"BP(r) cos(ngp) cos(6)
VO (r, ¢, 0) = "AW () sin(ng) cos (6

" )
w® (r, ¢, 0) = " CO (r) cos((n — 1)) sin(6)

B k)(r) =a(k)B n® rmf,k) +b$lk)Bl 0 rm;‘(k) +C‘£lk)B1 _
(k) (k)
AP ()= =alA, wr™ —bPA, wr™

(k)
k —-m, k -m,
n - CEL )A _ flk)l" "= dr(z )A2, _wr "

2,
c® (r)= e,(lk) r’ﬁg{) +f(k)r_’;'£’k>

n

ol LElUMN Zyl_i.lbl
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with n, here and in what follows, being a dummy index implying summation of
(k)
i
k present the order number (i.e.,n = 0, I, 2, 3, 4, ...) and plane number (i.e., k = I,
2, ..., N + 1), respectively.

orders from n = 0 to the nth order. C;;’ represents the off-axis stiffness. Also, n and

2.2 Displacement Field of Thick Laminated Composite
Curved Tubes

2.2.1 Layerwise Theory (LWT)

In LWT, the displacement components of a generic point in the laminate are
assumed as:

U(z.¢.0) = u, (¢, 0) P (2)
V(z, $,0) =vi(¢, 0)Pi(2) (7)
W(z, ,0) =w, (,0)D(2) (k=1,2, ..., N+1)

with k, here and in what follows, being a dummy index implying summation of
terms from k = 1 to k = N+/. Note that z is the local direction starting from the
mid-thickness of the curved tube cross section. The variable N corresponds to the
total number of numerical layers within the laminated composite curved tube. In
Eq. (7), U, V, and W represent the total displacement components in the z, ¢, and €
directions, respectively. Moreover, ui(¢, 0), vi(¢p, 6), and wi(¢, 6) represent the
displacements of the points initially located at the kth plane within the laminated
composite curved tube in the z, ¢, and 0 directions, respectively. @(z) is the global
Lagrangian interpolation function associated with the kth plane. The procedure for
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solving a specific problem can now be outlined. The displacement components of
single-layer composite curved tubes are taken based on Eq. (5). By applying lay-
erwise method, Eq. (7), the displacement components of thick laminated composite
curved tubes are obtained. Then, by employing the displacement components and
their corresponding strains in the principle of minimum total potential energy and
using the fundamental lemma of calculus of variations, the equilibrium equations of
composite curved tubes under pure bending moment are derived. By applying LWT
displacement field (Eq. (7)) on general displacement field of single-layer composite
curved tubes in Eq. (5), the elasticity displacement field of thick laminated com-
posite curved tubes is rewritten up to the nth order in the following form as:

(k)

(k)
a,,B]'mw (R] +Z)m" +b”BLm(A] (R1 +Z)mu
UG 4.0) =" | costup)cos(o) + vy
+ CnBl. ) (Ri+72) g d”Bl, ) (Ri+2) '
(k) (k)
a,,A2 ® (Rl + Z)m” + bnAz (k) (Rl + Z)m"
n s My s My .
V(z,,0)= —¢ " “ sin(ng) cos(0) + Vi(¢)®r(z)
+ C,,Az’ o (Ri+z)™™ + d"Az, —m® (Ri+z)~™

Wz, .0) =& (en(Ri+2)™ +£,(Ri+2) ) cos((n— 1)) sin(6) + We($) 242
(3)

In order to satisfy the interfacial continuities of the displacement components, it
is necessary that the constants appearing in Eq. (8) (i.e., a,, b,, ¢,., d,, e,,, and f,,) to
be the same for all layers. The equilibrium equations of a thick composite curved
tube with N numerical layers are obtained by employing the strain—-displacement
relations in the principle of minimum total potential energy [12], carrying out
necessary integrations and employing the fundamental lemma of calculus of vari-
ations. The results are, in general, 3(N + /) local equilibrium equations corre-
sponding to 3(N + I) unknown functions Uy, V; and W, and, in general, six global
equilibrium equations for every order (n =0, 1, 2, 3, ...) up to the nth order
associated with the six parameters a,, b, ¢, d,, €, and f, of the same order. The
equilibrium equations of thick laminated composite curved tubes under bending
moments up to the nth order are obtained as:

koagk 4 gk dr;,
6U: N; + My + M, cos ¢ — ad =0
am®
5Vk:Q§}—R]Z‘¢+M§sm¢—d—¢¢=O
dMj, 4 M
. Ok k koo 0 _ —
Wi Qg —Rycos g+ Ry singp — b _J_TR1+ZCDk (k=1,2, ...,N+1)
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forn=1,2,3, ...

where the functions 1, ©2, ®3, ®4, O5 and, ©6 in Egs. (10a—10f) are defined in
[10]. Note that the numbers of the global equilibrium equations, Egs. (10a—10f),
depending on the numbers of unknown constants are employed in Eq. (8) to
develop the displacement field of composite curved tubes. Based on the detailed
derivation in [9], there are one unknown constant for the zeroth order (i.e., ay), five
unknown constants for the Ist order (i.e., a;, b;, c;, e; and f;), and six unknown
constants for the nth order (n = 2, 3, ...) (ie., a,, b,, ¢, d, e, and f,). The
following boundary conditions must be satisfied on the free inner and outer curved
surfaces:

Ri=0=N'=0at(z=+h/2) (k=1,2, ..., N+1) (11)

Note that in Eq. (11) the superscript k refers to the kth interface in the laminated
composite curved tube. By substituting the strain—displacement relations in three-
dimensional constitutive law and the subsequent results in Eq. (9), the stress
resultants based on displacement components are obtained which are presented in
[10]. The local displacement-based equilibrium equations are obtained by
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substituting Eq. (9), the stress resultants based on displacement components, in
Eq. (9). In addition, the global equilibrium equations of composite curved tubes are
expressed in terms of displacement functions by substituting the
strain-displacement relations in three-dimensional constitutive law and the subse-
quent results in Egs. (10a—10f).

3 Analytical Solution

The system of local displacement equilibrium equations (Eq. (9)) shows 3(N + 1)
coupled ordinary differential equations with constant coefficients which may be
displayed in a matrix form as:

M]{n"} + [Ki]{n'} + [K2[{n} = {F} (12)
where
(ny={Uy" (v} Wy}

{U}={U1’U27 ""UN+1}T7 {V}={V1,V2, -'-’VN+1}T’ {W}={W17W2’ "-aWN+1}T
(13)

The coefficient matrices [M], [K;], [K5], and {F} in Eq. (12) are defined in [10].
It is confirmed that the general solution of Eq. (12) is presented as [13]:

{n} = Xl exp(¢Ty) {1} +
lexp(To(—))]Xo] ™" [exp (s (%)™ [K1] + DX [Tol o] ') ) |

y
[XO]O/ ({kl}+ / ([exp(u([Mrl[Kl]+[xonronxor1))][Mrlmu)})du) ;
0 (14)

where
0] e =iag(T1, Ta, - Ty s1) (15)

And T; (i =1, 2,..., N + 1) are Jordan blocks associated to the eigenvalues of
matrix [Q] where

_ |:[0]3(N+1)><3(N+1) sve s+ (16)
6(N+1)x6(N+1) _ [M]_I[Kz] _ [M]_I[Kl]

Q]
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In addition,

[Xo]s(N+1)><3(N+1) = [XI’XZ’ s ’XN‘H] (17)
where X; (i=1, 2, ..., N+ 1) are co-solutions of [Xi][Ti]2 + [M]_I[Kl][Xi]
[T:] + [M]™'[K2][Xi] = [0].

Vector {k;} in Eq. (14) is unknown vector representing 3(N + I) integration
constants. The constants a,, b,, c,, d,, e, and f, must be calculated within the
analysis. The boundary conditions in Eq. (11) are first imposed to calculate the
vector {k;} in terms of the unknown constants a,, b,, c,, d,, e, and f,. These
constants are then obtained by the satisfaction of the global equilibrium conditions
in Egs. (10a—10f).

4 Results and Discussion

All physical plies are assumed to have equal thickness (= 0./ mm) and are modeled
as being made up of p numerical layers. In all the subsequent calculations, p is set
equal to 12 [14, 15]. The mechanical properties of the composite curved tube are
given in Table 1 [16]. The stress components are normalized as 6;; = 6;;/09, where
oo=(M - r)/(x/64*(OD* — ID*)), where the outer diameter and the inner diameter
of the composite curved tube are presented as OD and ID, respectively. In addition,
a thick laminated composite curved tube spanning a curved segment of 90° with
R/a = 10 is considered (see Fig. 1). In the present cases, the composite curved tube
sections with the [90°,¢/0°,¢] lay-up sequence have an internal radius of 28 mm and
an external radius of 32 mm, i.e., a wall thickness of 4 mm. The results are pre-
sented based on the proposed method at 6 = 0°. Since the radial stress affects
delamination and the hoop stress affects buckling, interlaminar radial and hoop
stress distributions are investigated in this section.

Here, the results obtained for a laminated composite curved tube using the
developed method are compared with results obtained using FEM (ANSYS). To
ensure the verifications are done in all layers of the laminated composite curved
tube, the comparison must be performed by using the developed method and FEM
(ANSYS) along tube thickness. Figure 2 presents the comparison of the

Table 1 Mechanical properties of the composite curved tube

Properties El E2 = E3 G12 = Gl3 = G23 Ui = Ug3 U3
(GPa) (GPa) (GPa)

Carbon 140 10 5.56 031 0.33

AS4/PEKK
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Fig. 2 Comparison of the interlaminar radial stress, &,,, obtained using the present method and
ANSYS of the [90°,¢/0°0] laminated curved tubes at ¢ = 270° along tube thickness

interlaminar radial stress, 6., of the [90°,0/0°,0] laminated composite curved tube
at ¢ = 270° along the tube thickness based on the present method and ANSYS.
There is a good agreement seen along tube thickness between the theoretical
analysis and FEM results. Comparison of the hoop stress, G¢¢, of the thick [90°,y/
0°0] laminated composite curved tube at ¢ = 90° along tube thickness using the
developed method and FEM is shown in Fig. 3. FEM results make a good agree-
ment with the results obtained by the present method along the tube thickness. Note
that the 0° layer group experiences a compressive stress, while the hoop stress of
the 90° layer group (in the inner surface of the curved tube) is tensile.
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Fig. 3 Comparison of the hoop stresses, 64, obtained using the present method and ANSYS of
the [90°,0/0°50] laminated curved tube at ¢ = 90° along tube thickness

5 Conclusion

The displacement-based approaches were used to study stresses in thick laminated
composite curved tubes subjected to pure bending moment. The most general form
of the displacement field of thick laminated composite curved tubes was derived
using toroidal elasticity (TE) and layerwise method. The accuracy of the results was
examined by comparing the FEM results with those of the proposed method. The
key advantage of the developed method is its suitability for parametric study,
enabling simple inputs and being fast to run. The method we propose in this paper
does not require meshing. It simplifies greatly inputs that the user has to do, once
the program for solution is available. This presents a clear advantage over FEM.
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a Angle of attack
p Side-slip angle
I; Threat intensity
T, Time constant of normal accel”
Tp Time constant of roll
/] Roll angle
D, Roll angle command
b4 Yaw angle
(2] Pitch angle
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Pe

P

Normal acceleration

Normal acceleration command
Accelerations in earth frame
Radius of ith way-point
Expected fitness of a trajectory
Trajectory fitness
Acceleration due to gravity
Vehicle altitude

Trajectory risk

Bit position

String length

Probability of crossover
Probability of mutation
Distance along the trajectory
Time

Time interval

Initial time of segment

Final time of segment
Threat function

Velocity vector

Nominal velocity

Velocities in earth frame
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X, V.2 Positions in earth frame
X Y4, 2, Vehicle frame axes
Xp, Ye, Zg Earth frame axes

1 Introduction

Mission planning system (MPS) is a primary system to execute mission of cruise
vehicles. The typical functions of MPS are navigation, guidance, situation assess-
ment, and online path and tactical planning. The need for mission planning emerged
in very early days and more focus is generated after development of unmanned air
vehicles like missiles and UAVs. To this end, vast literature exists on both non-real-
time (just before launch) and real-time (after launch) algorithms for mission plan-
ning. It got evolved initially based on heuristics approach [1] and transformed into
optimal control problem and further in evolutionary algorithms. A three-dimensional
A* mission planning algorithm [2], an hybrid approach based on geometrical route
and graph-based planning algorithms [3], a multidisciplinary approach [4], a hybrid
optimal control theory-based formulation [5, 6], evolutionary flight path planning
algorithm [7], a two-layer controller design [8], mission planning and dynamic reas-
signment algorithms [9], a three-level mission planner [10], quantum immune clone
algorithm [11], a multi-agent system [12] are some references to cite that dealt with
the mission planning approaches.

The purpose of the present research is to investigate how a genetic algorithm can
be implemented in the MPS as a search procedure to achieve better performance and
to make it more realizable. Genetic algorithms are well suited to the control com-
mands optimization problem because of robustness and global convergence. This
study addresses the implementation of a genetic algorithm in the MPS to achieve
robust performance characteristics and computational efficiency. In current scenario,
the CV navigation is performed with the basic sensors like INS, GPS, radio altimeter
(RA), and air data system (ADS). The CV is designed to navigate according to the
planned flight plan. The guidance parameters are computed by the MPS using basic
sensor parameters [13].

The remaining paper is organized as follows. The problem formulation and flight
trajectory planning using GA are explained in Sect.2. Flight control system and
vehicle dynamical equations as well as objective function in terms of minimizing
threat and risk functions are described in Sect. 3. Fitness function and search space
definition are presented in Sect. 4. The results are presented in Sect. 5, and Sect. 6
concludes this work.
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Intermediate Goals Course waypoints
. . High Level
Goal Point . Command : ;
— Trajectory —— 1 Flight Vehicle
Planner Plines Planner =

Fig. 1 Structure of the mission planning system

2 Problem Formulation

Flight vehicle mission planning system is designed to formulate optimal strategies
to accomplish specific mission objectives. Detailed database of both objective and
threat information is the main input required at battle field. Figure 1 indicates the
structure of MPS, and it consists of mainly three parts as enumerated below:

1. Goal-point Planner (GP): GP is the highest level of the MPS. Its function is to
generate a sequence of intermediate goals and geographic locations along with
associated time and energy constraints to accomplish given mission objectives.

2. High-level Trajectory Planner (HLTP): Using knowledge of operational facili-
ties and major threat concentrations (can be man-made or natural), the HLTP
identifies a maximum survivability flight path such that the intermediate goals,
associated time, and energy constraints are met while avoiding major threat con-
centrations. The flight path is in general characterized by way-points of a nominal
separation determined by the vehicle operating condition, such as velocity, alti-
tude, and turning radius.

3. Command Planner (CP): The purpose of the CP is to generate flight control com-
mands such that the trajectory will minimize the risk associated with the low-
level threat database while satisfying the way-point restrictions. Since the non-
linear dynamics of the flight vehicle and its control system are embedded in the
evaluation of the risk function, it provides a platform on which the flight vehicle
limitations are recognized from the outset at the expense of having to optimize
complex, constrained, and nonlinear equations.

The mission objectives, i.e., the way-point, threat information, and time constraints
are available to the HLTP before the launch. In a real-time scenario, it is required
that once the mission objectives are available, the HLTP converges to an optimum
trajectory as quickly as possible. Based on the solution, the normal acceleration and
roll angle commands are fed to the command planner before the liftoff.

3 Flight Control System and Vehicle Dynamics

Flight vehicle dynamics and control system of a typical cruise vehicle are consid-
ered here for modeling and simulation. The flight environment is chosen based on
the characteristics of a cruise vehicle operating at low level in a terrain following
(TF)/terrain avoidance (TA) mode [14] which are:
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1. Nominal velocity: V,,,,, = 250 m/s
2. Nominal altitude: z,,,,, = =200 m

3. Maximum normal acceleration: |a = 40m/s>

nc | max

With the cruise vehicle characteristics defined as above, the minimum turning radius
is approximately 1500 m (since, R,,;, = (V2 )/l |pnq.)- The flight control inputs
are taken to be normal acceleration a,,. and roll angle @. The flight control system
(FCS) is modeled as a first-order lag between each of the command variables and

the corresponding physical quantities as follows:

ne d I gDc (1)
= an =
1 +s7, 1+ 574

a

a,

where 7, and 7, are the time constants associated with the normal acceleration and
roll anglé control channels of the FCS, respectively. It is justified in [15], the use of
Eq. 1 by showing that the errors resulting from these simple models were of the same
order as those due to air turbulence and could, therefore, be ignored in the presence
of velocity and position feedback.

The standard body axis system and inertial axis system (Earth reference frame)
are used in this work. For the purpose of this research, the angle of attack ¢ and
side-slip angle g are neglected so that the velocity vector V of the cruise vehicle
coincides with the X,-axis in the cruise vehicle body axis system. The Z;-axis of
the inertial axis system points vertically downward, while the X,- and Y -axes lie
in the horizontal plane. The acceleration of the cruise vehicle in the inertial axis
system referred to the normal acceleration in the cruise vehicle body axis system is
given in Eq. 2. Level flight at a nominal altitude without deviation can be obtained
by reducing the trajectory dimensionality as in Eq. 6. The maximum roll angle is
constrained to be +@ < 75°.

a, cos@sin@cos¥ +sin@sin¥ 0
a, | =a,|cos®@sinOsin¥ —sindcos¥ |+ 0 2)
a, cos® cos O g
[£.3.2] = [v vy v.] 3)
R ne — Gy —8
a, = where, a, = “4)
T, cos
. D, -
b= &)
To
[20), v, V.| = [Z,0:0.0] (6)
o [Yy .1 —Vz
where, Y = tan [—] and, O =sin —] @)
Vx \/VEHvi+?
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3.1 Threat Function and Trajectory Risk

The threat function 7'(x, y) is a measure of the threat to which the cruise vehicle is
exposed when its position is (x, y). The nature of the threat function is defined by the
actual threat that it represents. A radar installation can be shielded by a mountain
and will result in a threat that is a function of the distance as well as direction of
the cruise vehicle from the threat. The threat data may also be available as tabulated
numerical values in the MPS. The following analytical form of the threat function is
adopted [16]:

T(y) =) & >0 ®)

i=1 \/(x -+ G-y’

where (x;,y;) and I; are the position and intensity of the ith threat respectively. The
risk J associated with an arbitrary trajectory ¢ is defined as the integral of the threat
function with respect to distance along the trajectory:

J= / T(x,y)ds 9)
¢

The optimal trajectory has the property that it minimizes the associated risk subject
to the constraints. For a particular trajectory segment over the interval [7;, 7;], the risk
can be written as:

It
J=/ T[x(t),y(t)]%dt (10)

i

ds dx\? dy 2
here, — = — == =V 11
where dt ( dt ) + < dt > nom (1)

It is assumed that the cruise vehicle is flying at constant speed. Hence, Eq. 10 can be
simplified to:

J = Vnom /‘/V T[x(?), y(t)]dt (12)

i

The risk is used in the genetic algorithm to evaluate and compare the fitness of dif-
ferent population members.

4 Fitness Function and Search Space

For the control commands optimization problem, the flight trajectories are evaluated
according to the risk associated with each trajectory where the risk is defined by
Eq. 12. The following risk-to-fitness transformation is used for maximizing fitness
function.
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F=— 13)

Each way-point has an associated nonzero capture radius which is an indication of
how close to the way-point the flight trajectory must pass. This constraint would seem
to pose no problem, as trajectories which pass outside of these capture radii can be
assigned zero fitness and will not be selected to the mating pool. However, trajecto-
ries which pass very close outside the capture radii usually contain valuable genetic
information that will be lost if this method is employed. To preserve the genetic
information in the population, a penalty method is used which degrades the fitness
in relation to the degree of constraint violation. The penalty function transforms the
constrained problem to an unconstrained problem by associating a penalty with all
constraint violations which is included in the objective function (fitness) evaluation.
The degree of constraint violation for the ith way-point is defined to be:

7.

hy= - (14)

l

S8

l

where d; is the closest distance between trajectory and ith way-point and r; is capture
radius of ith way-point. The penalty function is included in the objective function
defined in Eq. 13 as follows:

F. = 1
T+ QY POy)

5)

where P is penalty function and £ is penalty coefficient. A number of alternatives
exist for the penalty function P. In the research done by [1], the penalty function is
defined as the square of the degree of constraint violation #; as follows:

", h; > 1
Phy) = { 0, otherwise (16)

The optimal solution at any time is, therefore, the population member that is within
bounds and with the highest fitness. This optimal solution is kept in memory and
updated each time that a solution within constraints and a higher fitness is generated.
This ensures that there are flight control commands available to the FCS for the next
trajectory segment at any time after the first legitimate solution has been generated
(Table 1).

5 Simulation Studies

Different way-point and threat distributions were taken to represent a set of diverse
realistic scenarios as tabulated in Table 2. GA code developed on C-language envi-
ronment was_downloaded from IIT, Kanpur Web site [17-19] for current use.
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Table 1 GA control variables

SI. no. Variable Value
1 Crossover probability p,. 0.7

2 Mutation probability p,, 0.02
3 Population size 250
4 No. of generations 250

Table 2 Various test scenarios

Case no. Way-points (x[m], Threats (x[m], yim]) | @y | ya[72/5%]
y[m]), r[m]

1 (4000, 1000), 200 (2000, 3000) 40
(5000, 4800), 200 (4000, 3000)

2 (4000, 1000), 200 (2000, 3000) 30
(5000, 4800), 200 (4000, 3000)

3 (4000, 1000), 200 (2000, 3000) 50
(5000, 4800), 200 (4000, 3000)

4 (5000, 0), 200 (2000, 2500) 40
(8000, 1500), 200 (2000, 2500)

(6500, 1500)

5 (3000, 2750), 250 (2000, 4000) 40

(7000, 2100), 700 (6000, 4500)

The same can be used for real-time applications in future. The results obtained for
different test segments are shown in Fig. 2. Solid circles represent the way-points and
X symbols indicate the threats/hurdles. Figure 2a and b indicates the final optimum
normal acceleration and roll angle after 250 generations. Every generation executes
250 trajectories (i.e., population size = 250), and best solutions are propagated to
next generation. Figure 2c shows the optimum trajectory ensuring all constraints for
case 1,4, and 5 (|a,| ., = 40 m/s?). The performance of last generation (i.e., 250th
generation) is presented in Fig. 2e, i.e., all 250 trajectories. Figure 2d indicates the
final optimum trajectory for case 2—-3 with different lateral acceleration capabili-
ties. It is clear from the trajectories depicted in Fig. 2d that case 3 trajectories are
taking sharp turn behind 5 km down range point compared to case 2 due to higher
lateral acceleration. Best fitness of each generation and average fitness are indicated
in Fig. 2f typically for case 1.
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Fig.2 Results

6 Conclusion

An attempt is made to generate an optimum flight path at critical stage of combat
scenario against highly defended targets. Mission planning software was developed
and optimum flight path generated using genetic algorithm. C-language-based GA
code used is here for easy implementation on real-time environment. In addition
to air defense, terrain features are also considered as constraint to ensure collision
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free trajectory. The flight control commands and the flight path are, respectively,
constrained by the cruise vehicle dynamics and trajectory objectives. Results are
quite satisfactory in terms of specified way-points, threats, and impact accuracy.
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Design of Power Efficient SRAM on FPGA

Tarun Agrawal

1 Introduction

Now small and lightweight electronic gadgets, including cellular phones, digital
watches, processors, incorporate ASICs along with digital processors and/or mem-
ories such as CAM, SRAM and DRAM [1]. It takes a long time to design such
application-specific integrated circuits. In VLSI industry for design such IC’s the
methodologies, includes standard cells, gate arrays, PLDs and CPLDs. Now most of
the VLSI industries use FPGA for testing and analysis circuit [2]. As the density of
active/passive component increases, placement and routing for FPGAs require more
attention to achieve successful design. Once the placement in FPGA is fixed, the
time spent on routing in FPGA may be enormous. Interconnect estimation in FPGA
at the time of design stage is the process of predicting the routing-resource
requirement [3]. The design stage at which the estimation is completed, it determines
the reliability and accuracy that is needed at the time of the estimation time interval.
In FPGA placement, design stage wants the most reliable estimation just before
routing. For designing SRAM, a new technique is proposed [4], memristor-based
nonvolatile SRAM cell, that uses a combination of memristor and MOSFET. For
designing single cell, it uses three MOS transistors and two memristors. Here read is
very faster and also very less power consumption. Apart from SRAM and DRAM
another memory is proposed in [5], Time-based access memory (TAM), totally
different from SRAM and DRAM. It doesn’t make use of decoder, so it is simple and
fast. It makes all of its available data to the processor in a system, so that processor
doesn’t need to access the shared memory in LIFO or FIFO serial fashion. The DDV
increases as their size reduces [6]. Static RAM is especially vulnerable to
device-to-device variability, since SRAM has a higher component packing density.
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2 SRAM Cell

A low power Static RAM cell may be designed by using cross-coupled connected
inverters. Here, states are held by cross-coupled inverters (M1, M2, M5, and M6).
The advantage of this arrangement is that the leakage power dissipation is very
small due to very small leakage current, and another advantage is great immune to
noise and it can be operated at low supply voltage (Fig. 1).

3 10 Standard
3.1 LVTTL

For seven series FPGA, high range 10 bank is available. LVTTL is a general
purpose IO standard used for 3.3 V operation voltage circuit applications [7].
This IO buffer uses CMOS single-ended input buffer and push-pull output buffer
which results in high-speed operation and less delay. This standard uses zero-volt
reference voltage/termination voltage. LVTTL is available for both unidirectional
and bidirectional termination (Figs. 2, 3, 4, 5 and 6).

Fig. 1 CMOS SRAM 6T cell
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termination LVTTL : : WTTL
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——————— - e o o ————
Fig. 3 LVTTL unidirectional ~ === === 108 e
termination for impedance 1 I WwIm
1

matching I Rg=Zo-Rp
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“““ 106 Vo e T
v ! : WTTL

Fig. 6 LVTTL bidirectional termination for avoiding transmission line effect

3.2 Mobile-DDR

It is used for low power applications, so it is also known as “LP-DDR.” It can be
used up-to 1.8 V applications. It uses single-ended CMOS input buffer and dif-
ferential output buffer (Figs. 7, 8 and 9).
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Fig. 7 Single-ended input
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4 Proposed Architecture of Memory

In this work, SRAM is designed using HDL. The size of memory is 64 kb, where
the input bit is 64. Figure 10 shows the RTL diagram of memory (Figs. 11 and 12).

5 Power Analysis

5.1 Power Consumption at 1.0 GHz Operating Frequency

In this work, power dissipation is calculated by using two different IO Standards.
Table 1 shows the various powers by using LVTTL and Mobile-DDR IO standards.
Figure 13 shows the variation in total power dissipation by using LVTTL and
Mobile-DDR 10 Standards. By comparing both IO Standards, Mobile-DDR dis-
sipates less power as compared with LVTTL 10 Standard. By using Mobile-DDR
in place of LVTTL, there is saving of 43.45% 1O power and 31.26% total power.




Design of Power Efficient SRAM on FPGA 367

memory: 1
Mram_RAM1 fde
sddeg) | addrAg® ) o) o | | o — o(E30)
T - CCCT e |

w | axa < |
o | ent |
w | ver_|

Mram_RAM1

memory

Fig. 10 RTL diagram of 64 kb memory

Fig. 11 Package view of
memory

Fig. 12 Power categorization _

ol L) 3J|_t|5|




368 T. Agrawal
Table 1 Power consumption at 1 GHz operating frequency
10 standard Clock (w) |Signal (w) |BRAMs (w) |IOs (w) |Leakage (w) | Total (w)
LVTTL 0.012 0.029 0.125 0.695 0.122 0.982
Mobile-DDR | 0.012 0.029 0.125 0.393 0.116 0.675
Power Dissipation at 1GHz Operating
Frequency
12
- 1
]
= 08
‘;.: 0.6
% 0.4
a 02
0
(w) (w) (w) (w) (w) (w)
Clock Sgnal BRAMS 10s Lezkage Total
10 Standards
e LVTTL = Mobile-DDR
Fig. 13 Power dissipation at 1 GHz operating frequency
Table 2 Power consumption at 1.5 GHz operating frequency
10 standard Clock (w) |Signal (w) |BRAMs (w) |IOs (w) |Leakage (w) | Total (w)
LVTTL 0.018 0.043 0.187 1.042 0.121 1.418
Mobile-DDR | 0.018 0.043 0.187 0.497 0.119 0.865

5.2 Power Consumption at 1.5 GHz Operating Frequency

In this work, power dissipation is calculated for 64 kb SRAM memory by using
LVTTL and Mobile-DDR IO Standards. Table 2 illustrates the amount of power
dissipation by using Mobile-DDR and LVTTL IO standards. As a result, between
LVTTL and Mobile-DDR IO standards, LVTTL dissipates more power as compared
with Mobile-DDR. Figure 14 shows the variation in total power dissipation by using
both IO Standards. If Mobile-DDR is used in place of LVTTL IO Standard, we can
save 52.30% IO Power and 39% total power at 1.5 GHz operating frequency.

5.3 Power Consumption at 2 GHz Operating Frequency

In this work, clock, signal, BRAMs, los, and leakage power dissipation are cal-
culated by using Mobile-DDR and LVTTL IO Standard. Table 3 illustrates the
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Fig. 14 Power dissipation at 1.5 GHz operating frequency

Table 3 Power consumption at 2 GHz operating frequency

10 standard Clock (w) |Signal (w) |BRAMs (w) |IOs (w) |Leakage (w) | Total (w)
LVTTL 0.025 0.058 0.249 1.389 0.133 1.854
Mobile-DDR | 0.025 0.058 0.249 0.601 0.121 1.054
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Fig. 15 Power dissipation at 2 GHz operating frequency

amount of power consumed by 64 kb SRAM by using both IO standards, and
Fig. 15 shows the variation in total power dissipation by using different IO Stan-
dards. And find that between these IO standards Mobile-DDR 10 Standard is more
power efficient one and LVTTL dissipates more power. At 2 GHz operating fre-

quency when Mobile-DDR is used in place of LVTTL, 43.14% total power and
56.73% 10 power can be saved.
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5.4 Power Consumption at 2.5 GHz Operating Frequency

In this work, all static and dynamic power, i.e., clock, signal, BRAMs, los, and
leakage power dissipation are calculated by using LVTTL and Mobile-DDR 10
Standard. Table 4 illustrates the amount of power consumption, and Fig. 16 shows
the total power variations by using different IO Standards. Mobile-DDR IO Stan-
dard is more power efficient one, and LVTTL dissipates more power. At 2.5 GHz
operating frequency when Mobile-DDR is used in place of LVTTL, 45.8% total
power and 59.30% IO power can be saved.

5.5 Power Consumption at 3 GHz Operating Frequency

Clock, signal, BRAMs, los, and leakage power dissipation are calculated by using
different IO Standards. Table 5 illustrates the amount of power consumed by 64 kb
SRAM by using LVTTL and Mobile-DDR IO standards, and Fig. 17 shows the
variation in total power dissipation by using different IO Standards. Between both
IO standards, Mobile-DDR IO Standard is more power efficient. At 3 GHz oper-
ating frequency when Mobile-DDR is used in place of LVTTL, 47.45% total power
and 61.14% IO power can be saved.

Table 4 Power consumption at 2.5 GHz operating frequency

10 standard Clock (w) |Signal (w) |BRAMs (w) |IOs (w) |Leakage (w) | Total (w)
LVTTL 0.031 0.072 0.311 1.737 0.139 2.291
Mobile-DDR | 0.031 0.072 0.311 0.706 0.124 1.244
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Table 5 Power consumption at 3 GHz operating frequency
10 standard Clock (w) |Signal (w) |BRAMs (w) |IOs (w) |Leakage (w) | Total (w)
LVTTL 0.037 0.087 0.374 2.084 0.146 2.727
Mobile-DDR | 0.037 0.087 0.374 0.810 0.126 1.433
Power Dissipation at 3GHz Operating
5 Frequency
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Fig. 17 Power dissipation at 3 GHz operating frequency
Table 6 Power consumption at 3.5 GHz operating frequency
10 standard Clock (w) |Signal (w) |BRAMs (w) |IOs (w) |Leakage (w) | Total (w)
LVTTL 0.043 0.101 0.436 2.431 0.153 3.165
Mobile-DDR | 0.043 0.101 0.436 0.914 0.129 1.623

5.6 Power Consumption at 3.5 GHz Operating Frequency

In this section, clock, signal, BRAMs, los, and leakage power dissipation are
calculated by using different IO Standards. Table 6 illustrates the amount of power
consumed by 64 kb SRAM by using Mobile-DDR and LVTTL IO standard, and
Fig. 18 shows the variation in total power dissipation by using different IO Stan-
dards. Mobile-DDR IO Standard is more power efficient. At 3.5 GHz operating
frequency when Mobile-DDR is used in place of LVTTL then 15.6% leakage
power, 48.72% total power, and 62.40% IO power can be saved.
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Fig. 18 Power dissipation at 3.5 GHz operating frequency

6 Conclusion

In this work, 64 kb SRAM is designed on 28 nm Artix-7 FPGA and LVTTL and
Mobile-DDR 10 standard. At different operating frequency, power dissipation is
calculated and compared with each other and find that Mobile-DDR is more power
efficient among all, at 1, 2, and 3 GHz operating frequency if Mobile-DDR is used
in place of LVTTL, 31.26, 43.14, and 47.45% total power can be saved and 43.45,
56.73, and 61.14% IO power can be saved.

7 Future Scopes

In this work, we are using LVTTL and Mobile-DDR IO standards in energy effi-
cient design of RAM. There is also open scope to design memory using different IO
standards like LVCMOS, HSUL, HSTL, SSTL, and PCI. Now, our target design is
to design memory on 18 nm technology and using FinFet. We can migrate to 3-D
IC, system on chips (SoCs), and other programmable logic devices and
re-implement same memory on that. In future, we shall design high-speed memory
that will be able to operate with frequency of 1 THz and beyond.
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